**ABSTRACT**

Traffic congestion has become a severe problem, affecting travellers both mentally and economically. To alleviate traffic congestion, this paper proposes a method using a concept of future time windows to estimate the future state of the road network for navigation. Through our method, we can estimate the travel time not only based on the current traffic state, but the state that vehicles will arrive in the future. To test our method, we conduct experiments based on Simulation of Urban MObility (SUMO). The experimental results show that the proposed method can significantly reduce the overall travel time of all vehicles, compared to the benchmark Dijkstra algorithm. We also compared our method to the Dynamic User Equilibrium (DUE) provided by SUMO. The experimental results show that the performance of our method is a little better than the DUE. In practice, the proposed method takes less time for computation and is insensitive to low driver compliance: with as low as 40% compliance rate, our method can significantly improve the efficiency of the unsignalised road network. We also verify the effectiveness of our method in a signalised road network. It also demonstrates that our method can assign traffic efficiently.
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1. **INTRODUCTION**

Despite a lot of research on alleviating traffic congestion and significant advances in technologies applied to improve transportation, we still waste a large amount of time in traffic jams. Traffic congestion affects the efficiency and safety of people’s lives. It is also a major cause of environmental pollution. Hence, it is urgent to find an effective method for congestion mitigation.

Speaking of research on congestion mitigation, Dynamic Traffic Assignment (DTA) is a popular research field. Many studies proposed their algorithms to efficiently arrange vehicles [1–4], among which many follow Wardrop’s principles [5]: User Equilibrium (UE) and System Optimal (SO).

There are two main types of approaches to address DTA problems: optimality modelling and traffic simulation. Studies using optimality modelling attempt to seek an appropriate algorithm to minimise the travel time of every user. Han et al. [6] analysed DUE by modelling Bounded Rational Dynamic User Equilibrium (BR-DUE) and Variable Tolerance Bounded Rational Dynamic User Equilibrium (VT- BR-DUE) since drivers do not always seek the best route or departure time. Hoang et al. [7] proposed a linear framework to solve the UE problem; however, it is only implemented in a single Origin-Destination (OD) network. On the other hand, the SO principle is about minimising the overall travel time of all users. Zhang and Qian [4] presented heuristic algorithms to solve SO-DTA problems in general road networks with multiple OD demands; they also considered indifferentiable total system costs (TC), which is generally considered differentiable. Lu et al. [8], unlike the traditional SO problem to minimise the TC, aim to minimise the emission. To address this issue, they proposed...
an agent-based model to distinguish vehicle speeds to calculate the emissions. Although these methods can acquire an effective routing arrangement for vehicles, they are difficult to implement due to the computational cost and compliance requirements.

For traffic simulation, a widely adopted method is the Cell Transmission Model (CTM) [9, 10]. Compared to the aforementioned methods, the computational complexity of this method is lower. Yazici et al. [11] utilised the CTM and SO-DTA formulation as an underlying network model to simulate different incident management strategies. Zhu and Ukkusuri [12] employed the CTM with a non-holding back linear programming formulation to solve the SO-DTA problem. They also proved that their formulation could completely resolve the holding-back issue, which is a well-known problem for SO models [13].

Different from the CTM, the Link Transmission Model (LTM) can also solve the DTA problem. Long and Szeto [14] applied the LTM to address SO-DTA problems with and without First-In-First-Out (FIFO) constraints. However, its solution is NP-hard, which is challenging to solve when networks are large. Besides, the states of all cells or links need to be precisely calculated, which means that vehicles have to obey their navigation.

Neither optimality modelling nor CTM is suitable for in-car navigation, because of high computation cost and full compliance, but they still play an important role in understanding how to reduce congestion. Many navigation systems, such as Google, Baidu, and Gaode, usually use the shortest path algorithm, such as A* and Dijkstra [15, 16]. Some of them only consider the current link impedance (link travel time). Some may use both historical data and user data to predict travel time for navigation, but they provide the same information for all vehicles at a certain time, which is reactive [17]. These methods are useful when the road network is small or has a small number of vehicles. However, if the demand for navigation is simultaneously high, problems will emerge because vehicles may enter the same links on their assigned routes, which leads to increased traffic on those links and therefore dramatically changes the traffic condition in the road network.

Therefore, in this study, we aim to develop an in-car navigation method with a low computation cost that can make vehicles reasonably disperse in a road network to mitigate congestion, not requiring full compliance. The proposed is a systematic cooperation method based on the concept of future time windows, called Systematic Navigation with Future Time Windows (SN-FTW). To validate the proposed method, a simulation network using SUMO was implemented, in which a logit model was deployed to analyse the compliance rate. Specifically, our contributions are listed as follows.

- We propose a systematic cooperation method based on future time windows that can effectively avoid the situation in which many vehicles are assigned a route that may lead to traffic congestion.
- The proposed method is iterative and of low computational complexity, therefore, easy to implement.
- The proposed method performs well for various compliance rates, which is validated by the experiment.
- Our method can consider both signalised intersections and unsignalised intersections.

The remainder of our paper is structured as follows: Section 2 introduces the related work and Section 3 introduces the assumptions, describes the method, and how to use future time windows. In Section 4, we present various experiments to verify the performance of our method. In the last section, we conclude and provide future directions for improving the effectiveness of our method.

2. RELATED WORKS

For in-car navigation, the shortest path algorithm is the popular method of decades ago, which aims to find a route with minimum travel distance or time. However, it is no longer suitable for today’s traffic environment.

In this big data era, we can acquire a large amount of data collected from vehicles, such as speed and position [18, 19]. Therefore, we can analyse the laws of traffic to assign a better route for vehicles. For example, Zhang et al. [20] analysed spatial-temporal congestion patterns from taxi GPS data. In their research, they first used vehicle trajectory data for map matching and acquired other information, like speed. On this basis, they used clustering methods and correlation analysis to find the cause of congestion. If we can know what causes congestion, we can avoid it by traffic assignments. In the study of Kyriakou et al. [21], they not only analysed spatiotemporal data but employed a traffic prediction model and developed a navigation system. First, they predicted the traffic state of different roads. Next, they employed Dijkstra to
find an optimum route for vehicles. It is a satisfying way to navigate by analysing historical traffic patterns, but there is a problem. If we navigate too many vehicles by prediction or historical patterns, it means we have changed traffic patterns, so the patterns might be wrong for navigation.

To avoid this contradiction, reinforcement learning may be a good choice. Reinforcement Learning (RL) has been used successfully in many situations [22–24]. In recent years, some studies also employed it for in-car navigation. For instance, Zhou et al. [25] implemented the Bush-Mosteller reinforcement learning scheme to seek optimal travel routes. Koh et al. [26] used an improved Deep Q-Learning Network (DQN) to construct real-time smart vehicle navigation. Because the agent randomly explores the environment when training, the RL structure can store many situations that may not be encountered in the real world, which means it can contain more traffic patterns than the data from the real world. However, we need to rely on traffic simulation for randomly exploring, which means if the road network is too large, it will take a long time to simulate when training and it is difficult to converge to the optimal. Besides, if we change the traffic environment, like closing a road, the trained model may become invalid.

To be a more practical navigation system, rerouting is a useful strategy. Pan et al. [17] employed a traffic guidance system that can monitor traffic state and reroute vehicles when there are signs of congestion. The method of Lin et al. [27] is similar to the method of Pan et al. [17], but they used a different way to estimate traffic state and they required that all vehicles are automated. However, when a vehicle has been driving for some time, it may not be able to avoid driving through congested roads, because of no choice to reroute.

3. METHODOLOGY

3.1 Modelling for navigation issues

For a good traffic navigation strategy, vehicles should disperse in the road network to avoid traffic congestion, which means that the travel times of all vehicles are as low as possible. Therefore, we can formulate the problem as

\[
\min S = \sum_{i=1}^{n} T(p'_i), \quad j = 1, 2, 3, ..., m, \quad (1)
\]

where \(S\) denotes the sum of all vehicles’ travel time; \(p'_i\) is the \(i\)th feasible route that is selected by the \(i\)th vehicle, which just enters the road network; \(n\) denotes the number of vehicles entering the road network; \(p'_i \in P_i \subseteq P_{all}\); \(P_i\) denotes all feasible routes that the \(i\)th vehicle can select; \(m_i\) denotes the number of routes in \(P_i\) and \(P_{all}\) is the set of all feasible routes between all ODs. Function \(T\) can calculate the travel time of the \(i\)th vehicle that selects the route \(p'_i\).

For every vehicle, they always want to select a route that can minimise its travel time, and if it can choose the optimal route, the traffic flow would distribute reasonably over the network. The optimal route of a vehicle can be described as

\[
p'_i^* = \arg\min_{p'_i} T(p'_i) \quad (2)
\]

where \(p'_i^*\) denotes the optimal route for the \(i\)th vehicle. We convert our issue into finding the optimal path for each car. To reduce the complexity of our issue, we make some assumptions [28]:

1) If an intersection in the network is unsignalised, vehicles adopt the priority rule that a vehicle passes through this intersection first when the link it uses has higher priority; if an intersection is signalised, it must be fixed-time signals and we need to know its phases.
2) First-in first-out (FIFO) [29, 30]: The vehicle that enters a road link first leaves it first.
3) Causality [31, 32]: (I) For a vehicle on a road link, its speed and travel time are only related to the vehicles that enter the link before it. (II) For a vehicle that just enters the network, its optimal route is only affected by the vehicles that have entered the network. We can formulate this assumption as follows.

\[
p'_i^* = \arg\min_{p'_i} T(p'_i \mid p'_i, p'_2, ..., p'_{i-1}) \quad (3)
\]

4) The route for a vehicle, which obeys our navigation, is calculated when it enters the network and will not change during the trip.
5) We can obtain the number of vehicles on all links of the network from the detectors.
6) When a vehicle enters the road network, the compliance, if it follows the navigation, is determined; if not, its route choice follows the logit model according to the current network state.

The travel time of a vehicle is largely determined by the link impedance of its whole trip. However, the impedance of all links changes from the moment it enters to the moment it leaves. If we only use the link impedance when the vehicle enters the network
to calculate the optimal route, the traffic flow distribution may become uneven as vehicles gradually enter the network, which means that traffic congestion would emerge. Therefore, we need to predict the link impedance, which means that we want to know what the link impedance of a link at which a vehicle will arrive will be when that vehicle enters the network. We use \( e_l \) to denote a link in the road network, where \( e_l \in E, \ l \in \{1, L\} \), while \( E \) is the set of all links and \( L \) denotes the number of links in the road network. We denote this variable as \( t^h_l \) (link impedance of the \( e_l \) at time \( h \)). The link impedance is largely determined by the number of vehicles on the link and the properties of this link, such as the length and width of this link. We describe \( t^h_l \) as

\[
t^h_l = R(x^h_l, \theta_l)
\]

(4)

where \( x^h_l \) denotes the estimated number of vehicles on the \( e_l \) at time \( h \); and \( \theta_l \) denotes the properties of the \( e_l \), which is constant. The function \( R \) can calculate the link impedance according to \( x^h_l \) and \( \theta_l \). To calculate \( t^h_l \) more precisely, we need to divide a long road into many short links, because vehicles on a road may have an uneven distribution; if we disregard this possibility, we may calculate the wrong travel time for the traffic assignment. Therefore, \( e_l \) is a small section of a road.

According to the assumption of causality, we can also conclude that \( x^h_l \) is only related to the vehicles that have entered the road network, which means that when the \( k \)th vehicle enters the road network, we can calculate \( x^h_l(k) \) based on the \( k-1 \) vehicles that have entered the road network. We formulate this process as

\[
x^h_l(k) = M(l, t^h_k) | t^h_{k-1}, ..., t^h_1 \]

(5)

where the function \( M \) can calculate \( x^h_l \) for the \( k \)th vehicle to acquire the optimal route according to the arrangement of the \( k-1 \) vehicles that have entered the road network.

3.2 Algorithm

Although we have formulated our calculation, it is difficult to calculate \( x^h_l \) in an analytical way. Nevertheless, according to our assumption, we can apply the greedy algorithm to calculate \( x^h_l \). The procedure can be described as follows:

1) Suppose there are \( k-1 \) vehicles on the road network at the time \( h_{l_0} \); the \( k \)th vehicle just enters, and we need to calculate the optimal route \( p^*_k \).

2) Assuming that we already know \( x^h_l(k) \), we take a route \( p^*_l \), which we assume is \((e_{l_1}, e_{l_2}, ..., e_{l_k})\) from \( P_k \). Because we know \( x^h_{l_0}(k) \), we can obtain the travel time \( t^h_{l_0} \) of \( e_{l_0} \) according to the function \( R \). We can calculate the time that the \( k \)th vehicle enters \( e_{l_0} \), which is \( h_k = t^h_{l_0} + t^h_{l_0} \). We can also obtain \( h_k, h_k, h_k \) in the same way, where \( h_k \) denotes the time when the vehicle leaves \( e_{l_1} \). Therefore, we can obtain the travel time of the route \( p^*_k \), which is \( T(p^*_k) = h_{l_k} - h_{l_0} \). We can obtain \( p^*_k \) by calculating \( T(p^*_k) \) for all \( p^*_k \in P_k \), which means that we can calculate the optimal route \( p^*_k \) for the \( k \)th vehicle according to \( x^h_l(k) \).

3) Update \( x^h_l(k) \) according to the optimal route of the \( k \)th vehicle. Assuming that the optimal route is \((e_{l_1}, e_{l_2}, ..., e_{l_k})\) and \( h_k, h_k, h_k \), and \( h_k \) denote the time that the vehicle enters the link, and \( h_k \). We know that the \( k \)th vehicle is on link \( e_{l_1} \) during \([h_{l_0}, h_k]\), so we can easily calculate \( x^h_l(k+1) = x^h_l(k) + 1 \) where \( h^* \in [h_{l_0}, h_k]\). In the same way, we can calculate \( x^h_l(k+1), x^h_l(k+1) \), and \( x^h_l(k+1) \).

4) There are no vehicles on the road network when the first vehicle enters, so \( x^h_l(1) = 0, (l \in [1, L], h \in R^+) \), which means that the vehicle can use a free-flow speed for all links.

Therefore, we can obtain \( x^h_l(h) \) of any time and any link via the iteration. Besides, if an intersection is unsignalised, we have to consider its influences. Because the unsignalised intersection delay only occurs when there are conflicts, we can estimate it by calculating the conflicting flow rate. The modified formula can be described as

\[
t^h_l = R(x^h_l, \theta_l)
\]

(6)

where \( v^h_l \) denotes the conflicting flow rate at time \( h \) and \( l^h \) denotes the links that have traffic flows that conflict with \( e_l \). If an intersection is signalised, we can calculate \( t^h_l \) as below.

\[
t^h_l = \varphi(x^h_l, \theta_l) + \tau_l
\]

(7)

where \( \varphi(x^h_l, \theta_l) \) means the penalty which is between 0 and 1. If too many vehicles on the \( e_l \) at the current time \( h_{l_0} \), vehicles may wait a long time and miss the green light, so we set a penalty to let them not choose the \( e_l \) as much as possible; \( \tau_l \) denotes how much time vehicles need to wait on the \( e_l \) at the time \( h \) because of the red traffic light.
We can statically calculate a route for each vehicle, but if the estimate is wrong, we may cause congestion because of accumulative errors. Therefore, we need to adjust our estimate according to the current road network state. We can add a procedure for adjustment of estimation to our method because we can acquire the current network state.

5) Assuming that we have estimated \( \hat{x}^h_l(k) \) and obtained the actual value \( x^h_l(k) \) at the current time \( h \), we can calculate \( \delta = x^h_l(k) - \hat{x}^h_l(k) \). We can re-calculate \( \hat{x}^h_l(k) \) by \( \delta \). For instance, if \( \delta = 2 \), we can calculate how much time these two extra vehicles take on the \( e_i \), and adjust our time windows using a similar method, as shown in step 3.

The previously mentioned method is continuous, and inconvenient to realise for a computer. Therefore, we need to discretise it. We divide time into small time windows with the size \( t_w \) [40].

In Figure 1, we demonstrate how to use future time windows to calculate the best route for a vehicle. When Veh2 enters the network, there are two feasible routes (dashed line and solid line). According to the future time windows of these links, we should choose the solid line. We can observe that Veh1 will also drive through \( e_3 \), but when Veh2 arrives at \( e_4 \), Veh1 may have left this link at this time, which means that it will not influence Veh2.

Next, we need to consider that vehicles may not obey our navigation. For this issue, we use the following equation to simulate the vehicles that disobey our navigation according to assumption 6:

\[
P(p'_i = p'_j) = \frac{\exp(T' - T')}{\sum_{i} \exp(T' - T')}
\]

where \( P \) denotes the probability that the \( i \)-th vehicle selects the route \( p'_i \). The function \( T' \) is similar to the function \( T \), but \( T' \) only uses \( \hat{x}^h_l \) to calculate the travel time, which means that it only considers the network state when a vehicle enters. Therefore, we can acquire the routes that the vehicles select that disobey our navigation (these routes may be different from our system calculation). We can calculate \( \hat{x}^h \) considering the vehicles that obey our navigation and those not.

Because the route set \( P_{all} \) is only related to the road network structure and OD, we can generate it offline to reduce the calculation cost for online navigation. However, if the road network is too large, it is also difficult to search on all feasible routes. Considering that few drivers want to detour too far, to reduce the complexity of calculation, we propose a method that is based on Depth-First-Search (DFS) with a break condition. The procedure is described as follows:

1) Calculate the shortest distance \( d_{min} \) of an OD using Dijkstra.

![Figure 1 – Mechanism of the future time windows](image)
2) Set the hyperparameter. The driving distance of a feasible route cannot exceed $\gamma \cdot d_{\text{min}}$

3) Run the DFS. Assuming that the links that have been searched are $e_{l_1}, e_{l_2}$, the driving distance has exceeded $\gamma \cdot d_{\text{min}}$, we then give up all routes that include $e_{l_1}, e_{l_2}$.

4) Repeat steps 1–3 for all ODs

4. CASE STUDY

To verify the effectiveness of our method, we use SUMO to simulate our traffic navigation method [33, 34]. It can provide us with a substantial amount of information, such as vehicle speed and the number of halting vehicles (speed < 0.1 m/s). Due to the traffic control interface (TraCI), which is a major feature of SUMO, we can easily use Python to implement our experiments. The experiments were conducted on a 64-bit Windows 10 machine with Intel Core i7-3770 (3.4GHz) and 16GB of memory.

4.1 Road impedance function and simulation parameters

In this paper, based on the Bureau of Public Roads (BPR) function, the road impedance function to calculate the travel time of a road [35] is expressed as

$$t_i = t_{0i} \left(1 + \alpha \left(\frac{N}{N_m}\right)^\beta\right)$$

where $t_{0i}$ denotes travel time under free flow; $N$ is the number of vehicles on a link at a certain time and $N_m$ denotes the maximum number of vehicles that can exist on a link. According to our experiments, $\alpha=0.15$ and $\beta=4$ are reasonable values. For unsignalised intersections, we need to adjust our road impedance because of the conflicting flow. According to the Highway Capacity Manual 2000 (HCM 2000), we can calculate the potential capacity via the conflicting flow rate. For simplicity, the final impedance function is expressed as

$$t_i = t_{0i} \left(1 + \alpha \left(N + \mu \sum N_{l_i} \right)^\beta\right)$$

where $\mu$, which falls between 0 and 1, denotes the proportion of vehicles from other links that will add to $N$. In this paper, we set $\mu=0.2$, which is a suitable value obtained through our experiment. $N_{l_i}$ is the number of vehicles on the $e_{l_i}$.

For the signalised intersections, we use the sigmoid function to calculate the penalty. The formula is expressed as

$$\varphi(N) = \text{sigmoid} \left(\frac{N}{N_m} a - b\right)$$

where $a$ and $b$ are used to adjust the input range to (-10, 10), so $a=20$ and $b=10$.

In our simulation, the free-flow speed of a vehicle at every link is 13 m/s, and the length of a vehicle is 5 m. We define $N_m$ as the length of a link divided by the length of a vehicle. We use the Poisson distribution to model the vehicle’s arrival [36, 37].

We built two road networks for experiments, one of which does not employ traffic lights and the other does. Vehicles adopt the priority rule in the road network without traffic lights.

4.2 Experiment 1: Road network without traffic lights

**Introduction of road network**

The road network (Figure 2) is based on a Manhattan road network, in which some roads are added as the entrances (X0, X1, X2, and X3) and exits (X4, X5, X6, and X7).

![Figure 2 – Road network structure](image)

All the intersections in this road network are unsignalised. The length of all roads is 600 m, and all roads are two-way four-lane roads. At an intersection, a vehicle can make turning movements in all directions except for a U-turn. It is a many-to-many network, which means that vehicles can drive from any of the entrances to any of the exits. The nodes (Ai, Bi, Ci, Di, and Ei) are intersections. We use two nodes to name a road, such
as A2A1, which means that a vehicle can drive from A2 to A1 via A2A1. The priority of the roads (yellow line) that straightly connect X3 and X4 is 3 (the larger the priority is, the more important this road is), while the priority of the blue lines, such as X0 to X5, is 2 and the priority of other lines is 1.

The total number of vehicles that will enter this road network is 8000 (approximately 2000 vehicles from each entrance), and the probability of a vehicle driving from an entrance to any exit is equal, which means, for example, that there will be approximately 500 vehicles from X1 to X5.

According to the distance between different entrances and exits, we use four different $\gamma$ to calculate all the routes that we need. We set $\gamma=2$ for the 2400 m driving distance (disregarding intersections), such as X3 to X5, $\gamma=1.4$ for 3600 m, $\gamma=1.2$ for 4800 m and $\gamma=1$ for 6000 m.

**Simulation results with different hyperparameters**

As we previously mentioned, vehicles will enter following a Poisson distribution, and we conduct different simulations, where $\lambda$ is 0.333, 0.25, and 0.2. We do not conduct our simulation for excessively large values of $\lambda$, such as 0.5, because vehicles that enter the network at 1 veh/s or 0.5 veh/s on average will cause the road network to become overburdened, and traffic congestion will be almost impossible to alleviate by our navigation. We test how hyperparameters influence our calculation results. Figure 3 shows the average travel times of all OD pairs for different hyperparameters.

In Figure 3, labels in the legend denote the $\lambda$ value in the Poisson distribution. $t_w$ (unit is in seconds) in the x-axis denotes the size of the time window and $n_l$ means how many links of a road we divide. The dashed lines across the figure denote the travel times for all vehicles that choose the shortest route (using Dijkstra), and different colours indicate different $\lambda$.

From Figure 3, we can observe that the travel times of vehicles via our navigation are lower than those of vehicles that choose the shortest route, and the performance is much better than that of Dijkstra when $\lambda=0.333$. The red dashed line shows that if vehicles always choose the shortest route, traffic congestion can easily occur, and our method can save more than 300 s. When $\lambda$ is 0.25 or 0.2, our method is also better than Dijkstra, but not substantially better, because few vehicles run on the network, and almost all vehicles can drive in free-flow. The blue and green bars indicate that the effects of our hyperparameters are not obvious. The red bars demonstrate that the network may be overburdened in this situation, which is not easy for navigation, compared to the blue and green bars. We can discover that there are appropriate hyperparameters that can make our navigation more efficient and save driver time. We choose $t_w=2$ and $n_l=3$ for other experiments and then verify the performance with different $\lambda$.

To demonstrate the effectiveness of our method, we also compared it to the DUE from SUMO [38]. From Figure 4, we can observe that our method is a little better than the DUE, which means that our method is also similar to the DUE to some extent.
From Figures 6a–6c, we can observe that the increase in the number of vehicles slows or stops at approximately 1000 steps. In Figure 6c, we observe that the maximum load of this network under this OD demand, which can rarely cause congestion, is approximately 500 vehicles (black circle); subsequently, if we continue to let vehicles enter the network at this flow rate ($\lambda=0.333$), the network will become increasingly congested. In Figure 6c, compared to Dijkstra, the average number of vehicles at every time step of our method declined by 25.2%. In Figures 6a and 6b, when the load is lower than 500, it can maintain a stable state. From Figure 6f, we can observe that the peak value decreases by nearly 600, compared to Dijkstra. As shown in Figures 6d and 6e, it is easy to determine that there are few halting vehicles on the road network during the whole simulation. In Figure 6e, we can also observe some peaks (black ellipses) when using Dijkstra, but not with our method or DUE. This finding reflects that if we let all vehicles select the shortest route according to the current network state, congestion easily occurs. Before the peak, the number of halting vehicles increases gradually, which means that traffic congestion does not emerge suddenly, and the seeds of problems have been planted when the wrong routes are assigned.

To explore more details of the running state of the road network, we chose some roads to demonstrate the number of vehicles on them during the simulation. In Figure 7, we can observe that our method can distribute vehicles better.

**Detailed Simulation Results**

Because we aim to achieve the system optimal, we may have to sacrifice some vehicles’ benefit; therefore, we demonstrate the average travel times of different ODs.

From Figure 5a, we can observe that the performance of our method is almost the same as Dijkstra and DUE, which is consistent with our analysis. In Figure 5b, there is an obvious improvement between X0 and X5, compared to Dijkstra, although the average of all ODs does not differ substantially between the three methods, which shows that our method can arrange traffic better even though the traffic flow on the road network is minimal. Figure 5c shows a large difference between the three methods. We can observe that many OD pairs exhibit a large improvement when using our method.

We also notice that for some OD pairs, the performance of our method is worse and the difference of some ODs is greater than 100 s. As we previously mentioned, with a large number of vehicles, it is difficult to find a way for all vehicles to be assigned a route that can make their travel times reach a very low level. For the vehicles that enter late, because we have assigned many vehicles that entered early, the routes that we assign to them are the best in this situation, although it appears that they have long travel times. This phenomenon can also be observed in the DUE, such as X0 to X5 and X1 to X5.

We have already determined that our method can reduce many halting vehicles, but we need to check if it performs well during the whole simulation. Thus, Figure 6 is shown to verify it.

From Figures 6a–6c, we can observe that the increase in the number of vehicles slows or stops at approximately 1000 steps. In Figure 6c, we observe that the maximum load of this network under this OD demand, which can rarely cause congestion, is approximately 500 vehicles (black circle); subsequently, if we continue to let vehicles enter the network at this flow rate ($\lambda=0.333$), the network will become increasingly congested. In Figure 6c, compared to Dijkstra, the average number of vehicles at every time step of our method declined by 25.2%. In Figures 6a and 6b, when the load is lower than 500, it can maintain a stable state. From Figure 6f, we can observe that the peak value decreases by nearly 600, compared to Dijkstra. As shown in Figures 6d and 6e, it is easy to determine that there are few halting vehicles on the road network during the whole simulation. In Figure 6e, we can also observe some peaks (black ellipses) when using Dijkstra, but not with our method or DUE. This finding reflects that if we let all vehicles select the shortest route according to the current network state, congestion easily occurs. Before the peak, the number of halting vehicles increases gradually, which means that traffic congestion does not emerge suddenly, and the seeds of problems have been planted when the wrong routes are assigned.

To explore more details of the running state of the road network, we chose some roads to demonstrate the number of vehicles on them during the simulation.

In Figure 7, we can observe that our method can distribute vehicles better. Figure 7f shows that congestion emerges on many roads because A3A2, B3B2, C3C2, D3D2, and E3E2 are feasible for entrances X0, X1, and X2, and due to the priority of

Figure 5 – Average travel time of different ODs using different lambda values

Figure 6 – Number of vehicles during the simulation (all vehicles and halting vehicles)
the roads, which is higher, (middle horizontal line in Figure 2) from X3 and X4, vehicles on roads such as A3A2 have to wait when conflicts occur. Some vehicles choose a road, such as A3A2, when they arrive at this road; then, the vehicles that just enter the network will choose another road, such as B3B2, and the same occurs for other roads. Therefore, the phenomenon shown in Figure 7f (two straight lines) easily emerges; when using Dijkstra, congestion will emerge on different roads at staggered times, which can also be observed in Figure 7e. We refer to this phenomenon as a congestion wave that transmits from link to link. However, in Figure 7i, our method almost chooses A3A2 for vehicles of which A3A2 is feasible, while the interesting thing is that we can observe a similar pattern in Figure 7c. Because A3A2 is a road along the shortest route from X0 to X5, compared to a detour such as via B3B2 and being congested on other roads, our method considers waiting on A3A2 a better choice.

![Figure 7 – Spatiotemporal pattern of the number of vehicles on some roads](image)

**Figure 7** – Spatiotemporal pattern of the number of vehicles on some roads
In Figure 8, we demonstrate the driving distance of vehicles during the simulation using different routes to observe the severity of congestion. We choose the shortest routes from X0 to X5, X1 to X6, X2 to X7, and X3 to X4.

From Figures 8a and 8e, we observe that severe traffic congestion (triangles) occurred and lasted a long time. This occurrence corresponds to our analysis whereby we let many vehicles wait on A3A2. In Figure 8i, although only a few vehicles used A3A2, they still have to wait; and some vehicles waited a long time. However, as shown in Figures 8f and 8g, our method is much better; it can make vehicles run more efficiently. We also know that even though we assign fewer vehicles to a road, it may not make the traffic better, which means Dijkstra is not an efficient way to arrange traffic for navigation. We should let vehicles on the right road at the right time. Figures 8d, 8h and 8l show the influence of the highest priority that all vehicles from X3 to X4 are assigned the shortest route because vehicles from other roads have to wait for them to pass.

We also explored the performance of our method when some vehicles do not obey our navigation, which is shown in Figure 9.

From Figure 9, we notice that as more vehicles obey, the average travel time gradually decreases. In Figures 9a and 9b, the line is almost straight because all roads were not crowded during the simulation. When more vehicles follow the navigation instructions, the total travel time changes slightly. In Figure 9c, we can observe that the curve drops quickly at first, and when the ratio exceeds 40%, it declines slowly. If some vehicles can be assigned effectively (approximately

![Time-space diagram of vehicle trajectories of different routes (λ=0.333)](image)
First, we demonstrate the average travel time and the average number of halting vehicles among all the ODs in Figure 11. In this experiment, we compared the performance of the three methods when \( \lambda = 0.13, 0.16, \) and 0.18. Because there are eight entrances, if \( \lambda \) is bigger, such as 0.3, the road network is easily overburdened. In Figures 11a and 11b, the average travel time of our method is the lowest (20%), the road network can run more efficiently. If 40% of vehicles can be assigned by our method, congestion will be greatly reduced.

### 4.3 Experiment 2: Road network with traffic lights

**Introduction of road network**

The road network (Figure 10) is a real-world network around Zhujiang New Town in Guangzhou, Guangdong, China, in which X1 and X3 are entrances; Y2 and Y5 are exits; then the others are both entrances and exits. All the intersections in this road network are signalised and we use Webster’s method for traffic signal design [39].

The total number of vehicles that will enter this road network is 8000 (approximately 1000 vehicles from each entrance), and the probability of a vehicle driving from an entrance to any exit is also equal. In this experiment, we set \( \gamma = 3 \) for all ODs.

**Simulation results**

First, we demonstrate the average travel time and the average number of halting vehicles among all the ODs in Figure 11. In this experiment, we compared the performance of the three methods when \( \lambda = 0.13, 0.16, \) and 0.18. Because there are eight entrances, if \( \lambda \) is bigger, such as 0.3, the road network is easily overburdened. In Figures 11a and 11b, the average travel time of our method is the lowest.
Figure 12 – The comparison of average travel time between different ODs in the signalised road network.
algorithm’s performance declines extremely fast when vehicles increase because it cannot consider a future situation in which a vehicle arrives at a road, and the traffic congestion before it may disappear. Because our method is iterative and needs less computational time, it can be deployed in practice in the real world.

The proposed method can also reduce the computational cost by obtaining a subset of all routes, which makes it easy to implement. We demonstrated the effect of future time windows, i.e., we can assign a route for a vehicle more reasonably. To accurately estimate future time windows, we use a viable approach to calculate how much time a vehicle needs at an intersection, whether signalised or unsignalised.

For future work, we will implement our method in a larger road network and consider dynamic signal timing. We also plan to use parallel computing to calculate the travel times of different routes in a route set for vehicles that simultaneously enter the road network when the road network becomes large.
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