
ABSTRACT

It is critical to implement accurate short-term traffic 
forecasting in traffic management and control applications. 
This paper proposes a hybrid forecasting method based 
on neural networks combined with the K-nearest neighbor 
(K-NN) method for short-term traffic flow forecasting. The 
procedure of training a neural network model using existing 
traffic input-output data, i.e., training data, is indispensable 
for fine-tuning the prediction model. Based on this point, the 
K-NN method was employed to reconstruct the training data 
for neural network models while considering the similarity 
of traffic flow patterns. This was done through collecting the 
specific state vectors that were closest to the current state 
vectors from the historical database to enhance the rela-
tionship between the inputs and outputs for the neural net-
work models. In this study, we selected four different neural 
network models, i.e., back-propagation (BP) neural network, 
radial basis function (RBF) neural network, generalized re-
gression (GR) neural network, and Elman neural network, 
all of which have been widely applied for short-term traffic 
forecasting. Using real world traffic data, the experimental 
results primarily show that the BP and GR neural networks 
combined with the K-NN method have better prediction per-
formance, and both are sensitive to the size of the training 
data. Secondly, the forecast accuracies of the RBF and El-
man neural networks combined with the K-NN method both 
remain fairly stable with the increasing size of the training 
data. In summary, the proposed hybrid forecasting approach 
outperforms the conventional forecasting models, facilitat-
ing the implementation of short-term traffic forecasting in 
traffic management and control applications.
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1. INTRODUCTION
Traffic flow forecasting, especially short-term traffic 

flow forecasting, has been recognized as a critical re-
quirement for intelligent transportation systems (ITS). 
The development of traffic forecasting models can en-
able realizing the full benefits of ITS and support the 
development of proactive transportation management 
and comprehensive traveler information service [1, 2]. 
Therefore, accurate short-term traffic information fore-
casting is important for developing real-time, dynamic, 
and highly efficient traffic management and control 
systems.

As known, the rate of vehicular flow is defined as 
the equivalent hourly rate at which vehicles pass over 
a given point or section of a lane or roadway during 
a given time interval. In general, the time interval is 
less than 1 hour. Clearly, the time interval used in mea-
suring the flow rate influences the characteristics of 
generated flow rate measurements [3, 4]. Minimum 
15-min measurement time intervals are recommend-
ed by the Highway Capacity Manual [5]. Furthermore, 
a time series model (e.g., seasonal autoregressive in-
tegrated moving average (SARIMA)) has been demon-
strated as applicable for stable traffic flow series with 
an aggregation time interval of 10 min or longer, which  
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raises the issue of identifying appropriate and accu-
rate methods for generating traffic flow forecasts at 
shorter time intervals (such as 5 min) [4]. Compared 
with statistical methods, neural networks are often ap-
plied in building traffic flow prediction models with time 
intervals of 10 min, 5 min, or less. Nevertheless, traf-
fic is typically characterized by repeatable day-to-day, 
week-to-week, or month-to-month flow patterns. With 
respect to this characteristic, literature has shown that 
neural networks are among the best alternatives for 
modeling and predicting traffic parameters [6-9]. In 
general, it is necessary to train neural networks using 
existing traffic samples, i.e., the input-output dataset. 
Consequently, neural networks can benefit from simi-
lar traffic flow patterns to generate forecasts. In fact, 
existing traffic samples, i.e., training data for neural 
networks, can be derived from any traffic information, 
such as vehicle locations, vehicle speeds, occupancy, 
weather information, etc. However, traffic flow patterns 
have not been sufficiently applied by neural networks 
for improving the accuracy of short-term traffic flow 
forecasting. Based on this point, the K-nearest neigh-
bor (K-NN) method is used to reconstruct the training 
data derived from a historical traffic flow database 
through extracting similar traffic flow patterns, which 
should be as similar as possible to the current traf-
fic flow condition. To this end, a short-term traffic flow 
forecasting hybrid method is proposed here through 
combining neural networks with the K-NN method.

From the methodological standpoint, this paper ex-
tends past research by introducing the pattern recog-
nition approach into the reconstruction of repeatable 
traffic flow patterns. Consequently, the “most similar” 
traffic flow patterns are identified for neural networks, 
which generally need existing traffic flow patterns for 
training. In this regard, traffic flow patterns derived 
from historical traffic flow data have not been ade-
quately exploited in the past for short-term traffic flow 
forecasting, and the purpose of this paper is to improve 
the accuracy of such  forecasting through the applica-
tion of the proposed hybrid method. The remainder of 
this paper is organized as follows. First, the following 
section is a brief literature review of short-term traf-
fic flow forecasting methods and details behind those 
approaches. Section 3 describes the methodology be-
hind the combination of neural networks and the K-NN 
method. In Section 4, an empirical study is performed 
based on real world traffic flow data, and empirical 
results are discussed and analyzed. Finally, Section 5 
concludes this paper and suggests some directions for 
further research.

2. LITERATURE REVIEW
Short-term traffic flow forecasting models rely on 

regularities existing in historical traffic data to predict 
traffic conditions (e.g., traffic flow, speed, and travel 
time). This requires a good prediction model which 

can adequately capture high dimension and nonlinear 
characteristics in traffic data. Recently, many models 
have been proposed and developed for addressing 
the traffic prediction problems. These models can be 
broadly classified into three categories, those being 
parametric, nonparametric, and hybrid models. The 
parametric models are usually based on explicit math-
ematical foundations to perform reasonable predic-
tion, e.g., historical average [10], time series models 
[11, 12], and Kalman filter [13, 14]. In contrast, non-
parametric models are mostly data-driven and apply 
empirical methods to provide the prediction, including 
primarily neural network models [6-9, 15], nonpara-
metric regression [16-20], and support vector machine 
[21-22]. In addition, the hybrid approach combines 
two or more models to generate the prediction, e.g., 
non-linear chaotic prediction model [23], multi-agent 
prediction model [24], and modular networks model 
[25], etc. More details about prediction methods can 
be found in [26-27].

Recently, hybrid approaches to short-term traffic 
forecasting have received a lot of attention and yield-
ed very encouraging results. A process of seasonal 
autoregressive integrated moving average plus gen-
eralized autoregressive conditional heteroscedasticity 
(SARIMA + GARCH) was implemented using Kalman fil-
tering given the need for real time processing [28]. The 
spectral analysis technique was combined with statis-
tic volatility models to explore insights into underlying 
traffic flow patterns [29]. A Bayesian inference-based 
dynamic linear model was presented to predict online 
short-term travel time and investigate the uncertainty 
of travel time prediction [30]. For the nonparametric 
approach, a hybrid model of a chaos-wavelet analy-
sis-support vector machine was developed to predict 
traffic speed through constructing a new kernel func-
tion and using the phase space reconstruction theo-
ry to identify the input space dimension [23]. As one 
of widely used heuristic approaches, neural network 
models have been improved based on combining with 
other algorithms, such as the state-space neural net-
work [31], fuzzy-neural network [32-33], long short-
term memory neural network [34], Bayesian combined 
neural network [35], and modular neural networks 
[36]. These hybrid models all showed their superiority 
over singular models due to high computation efficien-
cy while performing as well as the traditional ones.

Traffic flow can be considered as a both temporal 
and spatial phenomenon with characteristics of flow 
patterns that are repeatable from day to day, week to 
week, or month to month. For example, there is usually 
one peak on weekends and two peaks on weekdays. 
Considering these repeatable and periodic features in 
the traffic flow data enables us to gain insights into 
traffic flow data and improve the accuracy of short-
term traffic flow forecasting. Stathopoulos and Karlaf-
tis [37] explored the spectral characteristics of traffic 
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, , ,v t d F v t v t v t n1 f+ = - -t^ ^ ^ ^ ^h h h hh  (1)

where v(t) presents the traffic flow at the time t, and 
v̂(t+d) is the predicted traffic flow at the time t+d. F(·) 
is a nonlinear function. d is the collection time interval 
of traffic flow data. 

The basic structure of a neural network model con-
sists of multiple layers, generally including one input 
layer, one or more hidden layers, and one output lay-
er. Each layer comprises several nodes connected to 
the nodes in neighboring layers. Figure 1 shows a basic 
structure of feed-forward neural network models that 
can generate forecasts. 

Figure 1 shows that the basic structure of a neu-
ral network model contains one input layer, several 
hidden layers (at least one), and one output layer. 
The vector X=(vt,vt-1,…,vt-n)

T is the input vector of the 
network, and the vector Y=(v̂t+1,v̂t+2,…,v̂t+d)

T is the out-
put vector of the network. The vector Wh1=(w11,…,w1j; 
w21,…,w2j;…;wi1,…,wij)

T is the weight matrix between 
the input layer and the first hidden layer; j is the num-
ber of hidden nodes in the hidden layer. Similarly, 
the vector Wh2=(w11,…,w1r;w21,…,w2r;…;wj1,…,wjr)

T is 
the weight matrix between the first hidden layer and 
the third hidden layer, and r is the number of hidden 
nodes in the third hidden layer. The vector Whn=(w11,…, 
w1m;w21,…,w2m;…;wr1,…,wkm)T is the weight matrix 
between the last hidden layer and the output layer. 
Each input node communicates its state to all hidden 
nodes. These nodes compute their states by process-
ing the information received from the input nodes and 
then communicate the states to the output nodes. The 
output nodes then use this information to compute the 
system response. Note that the notation ∑ represents 
the linear/non-linear activation function in the input/
output layer. fh represents the transfer function, pro-
cessing the information between different layers.

Therefore, the output v̂t+d of the network can be 
represented as 

v t d F w vkm m+ =t^ _h i/  (2)

where F is the nonlinear activation function; w is the 
weights of the connection between the layers; vm is the 
output of the last hidden layer; and v̂t+d is the output of 

flows and captured the lead and lag structure of flow 
between different urban locations. Zhang et al. [29] 
provided deeper insights into underlying traffic pat-
terns and improved prediction accuracy and reliability 
by modeling traffic patterns separately. By consider-
ing the spatial-temporal features of traffic patterns, 
a K-nearest neighbor (K-NN) algorithm was used to 
generate multi-time-step predictions [38]. Based on 
large traffic flow datasets collected from different re-
gions, identification of similar traffic patterns through 
the K-nearest neighbor (K-NN) method provided very 
promising results [20].

In summary, based on traditional prediction mod-
els, exploiting the characteristics of traffic patterns can 
improve the accuracy of short-term traffic flow fore-
casting. As one of typical prediction approaches, differ-
ent neural network models have been widely applied 
for short-term traffic flow forecasting. Therefore, this 
study proposes a hybrid prediction approach based on 
combining the neural network models with the K-NN 
method to improve prediction accuracy through en-
hancing the similarity of traffic flow patterns.

3. METHODOLOGY

3.1 Neural network prediction models

This subsection provides a brief discussion on 
neural network models for short-term traffic flow fore-
casting. The prediction models of neural networks 
are a data-driven approach and have the capability 
of complex mapping between inputs and outputs that 
enables appropriating nonlinear functions. Traffic flow 
rate is defined as the equivalent hourly rate at which 
vehicles pass over a given point or section of a lane or 
roadway during a given time interval less than 1 hour. 
Therefore, the collected traffic flow data, that is, time 
series in nature, can be used to forecast the future 
traffic flow. With the application of neural networks, the 
inputs can be previous lagged traffic flow values while 
the outputs can provide future traffic flow forecasts. 
Mathematically, the input-output relation of neural 
network models for prediction can be represented as

Output layerHidden layerInput layer

vt

vt-1

v̂ (t+1)

v̂ (t+d)vt-n

R R

R

R

R
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Figure 1 – Basic structure of a neural network model
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In the hidden layer, a basis (or kernel) function is 
used by the GR neural network. It estimates the joint 
probability between the inputs and outputs [39]. The 
GR neural network can be presented for prediction as:

, , , , ,expi
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where vi(t+d) is the traffic flow at the historical time 
t+d.

In addition to the input layer, the hidden layer, 
and the output layer, the Elman neural network has 
a continuous layer. The nodes in the continuous layer 
are used to memorize the previous activations of the 
hidden nodes and can be considered to function as 
one-step time delays. The function of the Elman neural 
network can be presented as:

u k f w v t w c kj ij i jr i
r

R

i

n

11
= +

==
^ e ^ ^h h ho//  (10)

c k u k 1i i= -^ ^h h  (11)

v t d g w u kjk i
i

r

1
+ =

=
t^ d ^h hn/  (12)

where ci is the output value of the i-th node in the con-
tinuous layer, wij is the weights between the input layer 
and hidden layer, wjr is the weights between the con-
tinuous layer and the hidden layer, wjk is the weights 
between the output layer and the hidden layer. g is of-
ten taken as a linear function. 

Overall, these four neural network models are 
widely used for short-term traffic flow forecasting. 
More details about them can be found in [9, 40-42], 
respectively.

3.2 K-nearest neighbor (K-NN) method

The K-NN method is a non-parametric pattern rec-
ognition technique which is commonly used for classi-
fication and regression purposes. The main advantag-
es of the K-NN method include intuitive formulation, 
which is free of assumptions on data distribution, 
high flexibility, and easy extendibility [17]. References 
[1] and [19] provide an excellent review on the K-NN 
method for short-term traffic flow forecasting.

A typical K-NN method consists of four basic ele-
ments: definition of an appropriate state vector; defi-
nition of a distance metric to determine the nearness 
between state vectors; selection of a forecast genera-
tion method given a collection of nearest neighbors; 
and management of the potential neighbor database. 
In this study, the K-NN method is not used to generate 
forecasts but to collect similar traffic patterns from his-
torical traffic flow data.

the output layer. In order to perform traffic prediction, 
the weights existing in the networks need to be deter-
mined. Therefore, it is necessary for neural network 
models to be trained with existing traffic samples of 
input-output data. The optimal weights in the networks 
can be determined when the error between the net-
work output and the observed output is minimized. 
The average system error for model training is shown 
as E. 

E N v v2
1

ni
i

m

n

N

ni
11

2= -
==
t^ h//  (3)

where v̂ni is the output value of the network for the n-th 
training set; vni is the observed value for the n-th train-
ing set; m is the number of nodes in the output layer; 
and N is the number of the training set.

Based on this structure of neural networks, many 
neural network models have been developed, such 
as back-propagation (BP) neural network, radial basis 
function (RBF) neural network, generalized regression 
(GR) neural network, and Elman neural network mod-
el. These neural network models are all widely used 
for short-term traffic flow forecasting. A three-layer net-
work is usually employed for the BP and RBF neural 
networks, including one input layer, one hidden layer, 
and one output layer. On the other hand, the GR and 
Elman neural networks usually consist of four layers, 
including one input layer, one hidden layer, one sum-
mation layer or continuous layer, and one output layer. 
According to Equation 2, the function of the BP neural 
network can be presented as:

, , , ,u i f w v t i i n0 1j ij f= - =^ ^ ^h hh  (4)

v t d u iw jk j
j

Hd

1
+ =

=
t^ ^h h/  (5)

where v(t-i) are the inputs; v̂(t+d) is the predicted traffic 
flow at the time t+d in the future; wij is the connection 
weight between the input layer and hidden layer; wjk is 
the connection weight between the hidden layer and 
the output layer; u is the linear combiner output attrib-
utable to the input signals. f is the activation function, 
also called the transfer function, determining the rela-
tionship between the inputs and outputs of a neuron 
and a network.

Unlike the BP neural network, a basis (or kernel) 
function is used in the hidden layer of the RBF neural 
network. The RBF neural network can be presented as:

, , , , ,expi
v t i u

i n
2

0 1 2j
j

j
2

2

fz
d

= -
- -

=^ f ^h h p  (6)

v t d w ijk j
j

Hd

1
z+ =

=
t^ ^h h/  (7)

where zj(i) is the output of the i-th node in the hidden 
layer.
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historical traffic database can be sorted from large to 
small, according to similarity. Consequently, training 
data can be reconstructed through assembling similar 
historical traffic flow patterns without considering the 
collected time of traffic flow data. The reconstructed 
training data then can be used to train the neural net-
work model for generating future traffic flow forecasts.

3.3 Neural network models combined with 
K-NN method

In order to perform predictions, neural network 
models need to be trained with existing traffic exam-
ples of input-output data. According to this feature of 
neural networks, we take the pattern characteristics of 
traffic flow data into consideration and utilize the K-NN 
method to reconstruct the training data of the neu-
ral networks, assembling similar traffic flow patterns 
without considering the temporal condition. The flow 
chart of the neural networks combined with the K-NN 
method is presented in Figure 2, in which the overall 
prediction procedure builds upon the aforementioned 
BP, RBF, GR, and Elman neural network models.

As shown in Figure 2, a key step in the overall pre-
diction procedure is to assemble similar traffic pat-
terns from the historical traffic database. Specifical-
ly, the traffic flow patterns can be presented through  
defined state vectors. The similarity between the state 

The state definition of the K-NN method is very flexi-
ble, and can even be in any form. For traffic flow series, 
a series of measured traffic flow is commonly selected 
to define the state during the past time intervals d. For 
example, a state vector x(t) of flow rate measurements 
collected every 5 min can be written as:

, , ,t v t v t v t dx 1 f= - -^ ^ ^ ^h h h h6 @  (13)

where x(t) represents the state vector at the time t; v(t) 
is the flow rate during the current time interval; v(t-1) 
is the flow rate during the previous time interval, etc.

According to the definition, a state vector can reflect 
a traffic flow pattern with d+1 consecutive time inter-
vals. Therefore, traffic flow time series data can be di-
vided into different traffic flow patterns. The closeness 
of one state vector to another is commonly measured 
by Euclidean distance, according to which neighbors 
are ranked and selected. It can be defined as:

d v vi j ij
2= -^ h/  (14)

where di is the distance between the current data and 
the i-th historical data; vj is the j-th value in the current 
state vector; and vji is the j-th value in the i-th historical 
data.

Based on the state vector definition, the similari-
ty between the state vectors derived from the histor-
ical traffic database and the present state vector can 
be measured. Clearly, state vectors derived from the 
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Figure 2 – Flow chart of neural networks combined with the K-NN method
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lanes to yield the per-lane flow rate series. The aggre-
gated traffic flow data can be time series in nature. For 
example, traffic flow time series data collected over an 
entire day can contain 24 · 12=288 observations. Simi-
larly, a whole week can contain 7 · 288=2016 observa-
tions. In this study, the traffic data collection time pe-
riod was from 00:00 to 24:00 within half a year (from 
May to October 2011). According to the requirements 
of the proposed approach in this study, the traffic data 
for each station is further divided into two groups, in-
cluding the historical database and testing database, 
which are shown in Table 1.

As shown in Table 1, the collected traffic flow data in 
G1 provided the training data for development of neu-
ral network models. Traditionally, the traffic flow data 
from G1 was chronologically gathered as the training 
data. Regardless of the collecting order of traffic flow 
data, assembling similar traffic flow patterns together 
in G1 can provide new training data for the develop-
ment of neural network models. The models were then 
evaluated using the testing data from G2.

4.2 Determination of neural network structures

The purpose of this subsection is to determine the 
number of forecast steps and achieve optimal training 
performance of neural networks. According to the de-
scription of the neural network models, BP and RBF 
neural networks are both designed to be a three-layer 
structure, while GR and Elman neural network models 
are designed to be a four-layer structure. In this study, 

vectors that already existed in the historical database 
and the state vector at present time can be measured. 
Sorted according to similarity, the nearest neighbors 
can be assembled as the reconstructed training data, 
the aim of which is to enhance the input-output rela-
tion in the neural networks for generating future traffic 
flow forecasts. It is worthwhile to note that the number 
of nearest neighbors determines the size of the recon-
structed training data. Due to the different principles 
of the selected four neural network models, it is neces-
sary to explore the effect of size of the reconstructed 
training data on the forecast accuracy.

3.4 Performance measures

To evaluate the performance of the forecasting re-
sults in this study, the measures applied include mean 
absolute percentage error (MAPE) and root-mean-
square deviation (RMSE), which are shown as follows:

%MAPE n x
x x1 100

i
i i

i

n

1
$= -

=
t
t/  (15)

RMSE n xx1
i

i

n

i
1

2= -
=

t^ h/  (16)

where xi stands for the observed data; x̂i stands for the 
forecasting data; and n is the number of observations. 

4. CASE STUDY
In this section, real world traffic flow data is applied 

to evaluate the performance of the proposed hybrid 
approach based on the neural network models com-
bined with the K-NN method. 

4.1 Data collection

The data used in this study was collected by the 
Washington State Department of Transportation 
(WADOT) using inductive loop detectors, which were 
installed on the Interstate 5 freeway corridor with 
4 lanes northbound in Seattle. The traffic data from 
three stations along the I-5 road was used (Stations 
14015, 14064, and 14126). The traffic data used in 
this study (including the stations) can be downloaded 
from https://www.its-rde.net (Department of Transpor-
tation, USA). The approximate locations of these sta-
tions are illustrated in Figure 3.

Although volume, occupancy, and speed were col-
lected from Stations 14015, 14064, and 14126, only 
volume was considered in this study. Note that traf-
fic volume was collected at 5-min intervals, 24 h per 
day, and then traffic flow rate data at each collection 
time interval was obtained according to the number of 

14126

14064

14015

Figure 3 – Approximate station locations on I-5 road, Seattle

Table 1 – Group definition for different applications in the neural networks

Group Start End Series length Application
G1 5/1/2011 10/3/2011 44,352 Historical database
G2 10/2/2011 10/29/2011 8,064 Testing database
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chronologically assembled as training data. Referring 
to the definition of the state vector in [1] and [18], this 
study defines the state vector as:

, , , , ,
, ,

t v t v t v t v t v t
v t v t

x 1 2 3 4
5 6

= - - - -
- -

^
^
^ ^

^
^ ^ ^h h

h
h
h

h h h6
@  (17)

where x(t) represents the state vector at the time t; v(t) 
is the flow rate during the current time interval; and v(t–
1) is the flow rate during the previous time interval, etc.

According to Table 1, the historical traffic flow data 
from G1 group was selected to serve as training data. 
Chronologically, the historical traffic flow data was 
gathered as the original training data. Traffic flow data 
in G1 for Station 14015 for a whole week from Septem-
ber 25, 2011 to October 1, 2011 is shown in Figure 4.

Figure 4 clearly shows a temporal pattern, where 
the first five days are workdays, and the last two days 
are weekends. On weekdays, there are two peak peri-
ods in one day, while on weekends there is only one. 
According to the defined state vector and measured 
similarity, assembling similar state vectors can provide 
a similar temporal pattern. For last days of weekends, 
a new traffic flow time series derived from the recon-
structed training data for Station 14014 for one day, 
October 1, 2011, is shown in Figure 5.

Figure 5 clearly shows that the traffic flow series de-
rived from the reconstructed training data has almost 
the same temporal pattern, regardless of weekdays or 
weekends. This is important for unifying the traffic flow 
patterns and making it easier for the neural network 
model to capture or learn this single pattern. Hence, 
the prediction performance based on this single pat-
tern should improve greatly. The effects of the recon-
structed training data on the neural network models 
are shown in the following section.

4.4 Determination of the size of training data 

In general, historical traffic flow data can be di-
rectly used to train the constructed neural network 
models. Referring to Table 1, the G1 group contained 
five months of historical traffic flow data, from which 

all the designed neural networks are operated in MAT-
LAB 2015a, in which the functions newff(P,T,HI,TF, 
BTF), newrb(P,T,G,S,MN), newgrnn(P,T,S), and new-
elm(P,T,HI, BTF) are used to design the BP, RBF, GR, 
and Elman neural network models, respectively. Here, 
only the main parameters are listed, where P is the 
input vector; T is the output vector; HI is the number 
of hidden nodes in the hidden layer; TF is the transfer 
function; BTF is the training function; G is the mean 
square error goal (default=0.0); S is the spread of ra-
dial basis function (default=1.0); MN is the maximum 
number of nodes in the hidden layer.

The abovementioned parameters need to be ini-
tialized. Although the changing learning parameters in 
the BP neural network model could affect the speed 
of convergence of the learning procedures, these pa-
rameters will not affect the structure and overall per-
formance of the BP neural network model. Considering 
the factor of learning speed in neural network, batch 
training is almost always (often orders of magnitude) 
slower than online training, especially on large train-
ing sets [40, 41]. Meanwhile, the appropriate values 
of these main parameters are determined through tri-
al-and-error, except for TF and BTF. Referring to [43], 
the commonly used transfer and training functions in 
the neural networks are tansig and tranlm, respective-
ly. Other parameters of these models are summarized 
in Table 2.

4.3 Training data reconstruction

In general, the neural network predictions proved 
to be effective if data from previous time slices were 
available, as temporal patterns were often present. 
That means the collected traffic information could be 
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Figure 4 – Original traffic flow time series from September 25, 2011 to October 1, 2011, station 14015 

Table 2 – Major parameters in the neural network models

Neural networks Major parameters
BP HI=20, TF=tansig, BTF=tranlm

RBF G=0.001, S=200, MN=50
GR S=0.1

Elman HI=20, BTF=tranlm
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varying from 2 to 20 weeks were used to reflect the 
performances of all the neural network models for one-
step prediction on Station 14015, which are shown in 
Figure 7.

As shown in Figure 7, the prediction accuracies for 
the neural network models follow different trends with 
the increase of the amount of the reconstructed train-
ing data. On the one hand, the performances of the 
RBF and Elman neural networks are fairly flat across all 
the reconstructed training data sizes in terms of MAPE 
and RMSE, indicating that the amount of the recon-
structed training data hardly affects the forecast accu-
racy of these two neural network models. On the other 
hand, the GR and BP neural networks based on the 
reconstructed training data can perform better than 
the RBF and Elman neural networks. Specifically, the 
forecast accuracy of the GR neural network gradually 
declines with the increasing size of the reconstructed 
training data. In contrast, the forecast accuracy of the 
BP neural network gradually increases and then stays 

different amounts of historical traffic flow data can be 
directly used as the training data. Considering the size 
of G1, the amount of training data is set to vary from 
2 to 20 weeks with the fixed increment of one week. 
The effects of the original training data size on the per-
formance of one-step prediction on Station 14015 are 
illustrated in Figure 6.

It is clearly seen in Figure 6 that increasing the 
amount of original training data leaves the forecast 
accuracies of all the neural network models roughly 
stable. This indicates that the training data size is an 
insignificant factor for all the models. With same-sized 
original training data, the BP neural network perfor-
mance is better than those of the other three models 
in terms of both MAPE and RMSE. The RBF and Elman 
neural networks show similar performances, outper-
forming the GR neural network.

According to the proposed prediction procedure of 
combining the neural network models with the K-NN 
method, the training data was reconstructed based 
on the G1 group by using the K-NN method. Similar-
ly, the amounts of the reconstructed training data  
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Figure 5 – New traffic flow series derived from the reconstructed training data for one day, October 1, 2011, station 14015
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Figure 6 – Effect of original training data size on 1-step forecasting accuracies for different neural network models on 
Station 14015
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The performances of the hybrid prediction models 
based on the neural network models combined with 
K-NN method were compared with those of the con-
ventional models in terms of MAPE and RMSE, which 
is summarized in Table 4. Note that multiple step pre-
dictions up to 4 are conducted for all the prediction 
models.

As shown in Table 4, it is clear that combining the BP 
and GR neural networks with the K-NN method leads 
to better improvements than when combining the RBF 
and Elman neural networks with K-NN. Furthermore, 
the GR neural network can obtain the highest accuracy. 
For one-step prediction, the MAPE and RMSE improved 
from 8.96% to 8.07%, and from 76.7 to 64.4, respec-
tively. For multi-step prediction, the MAPEs are below 
9% and RMSE. 

The forecast performances of all the selected neu-
ral networks improved through combining with the 
K-NN method across all the prediction steps. This is 
important for showing that the proposed K-NN based 
training data reconstruction does improve the perfor-
mance of the conventional neural network models, 

stable. This indicates that the amount of reconstruct-
ed training data can affect forecast performances in 
different ways. 

4.5 Collective prediction performance

To evaluate the performance of the neural network 
models combined with the K-NN method, the conven-
tional neural network models, the typical K-NN meth-
od, and a classical parametric model are all treated as 
benchmarks. For the typical K-NN method, the genera-
tion of forecasts is based on the average of the select-
ed nearest neighbors, with reference to [1]. In the ARI-
MA model, the optimal parameters p,d,q for the ARIMA 
model were determined based on the best Akaike In-
formation Criterion (AIC) value. Specific details about 
ARIMA models can be found in [12]. The ARIMA model 
used in this study was ARIMA (2,1,2).

According to the effects of the amount of training 
data on the performance of nonparametric meth-
ods, we selected the optimal size of training data for 
one-step ahead and multi-step ahead predictions, as 
shown in Table 3.
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Figure 7 – Effect of reconstructed training data size on 1-step forecasting accuracies for different neural network models 
on Station 14015

Table 3 – Determination of the size of the training data

Models One-step Two-step Three-step Four-step

BP-KNN 19 20 20 12

RBF-KNN 3 2 4 7

GR-KNN 1 1 1 1

Elman-KNN 14 3 3 7

BP 16 20 20 18

RBF 4 5 5 1

GR 3 3 3 3

Elman 7 2 2 6

K-NN 20 20 20 20



Liu Z, Guo J, Cao J, Wei Y, Huang W. A Hybrid Short-term Traffic Flow Forecasting Method Based on Neural Networks Combined with...

454 Promet – Traffic & Transportation, Vol. 30, 2018, No. 4, 445-456

original data, indicating that a more stable traffic 
pattern can be identified for the reconstructed traffic 
data. Second, the prediction performances of the neu-
ral network models combined with the K-NN method 
are compared with the traditional models, including 
the traditional neural networks, the K-NN method, and 
ARIMA model. The comparison results show that the 
proposed hybrid approach based on the combination 
of neural networks and the K-NN method improves the 
prediction performance across all the performance 
measurements and across multiple-step forecasting 
up to step 4, indicating the validity of the proposed 
method.

The findings of this study have multiple ramifica-
tions. First, the proposed method could be extended 
for the congested traffic condition or other abnormal 
traffic data. Second, the neural network models could 
be refined in this proposed method so as to further im-
prove the performance of short-term traffic condition 
forecasting. Finally, considering the spatial nature of 
traffic systems, the spatial pattern could be incorpo-
rated into the forecasting method to meet the require-
ment of proactive traffic management and control ap-
plications.
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一种基于神经网络与K近邻方法相结合的短期交通流
混合预测方法

摘要

高精度的短时交通流预测在交通管理和控制中具有重
要的作用。本文提出一种基于神经网络与K近邻（K-NN）

validating the initial purpose of this paper. In addition, 
comparing the performances across the forecast-
ing steps, shows that the prediction performances 
decrease with the increase of the forecasting steps. 
This is expected given that multi-step prediction can 
generate forecasts further into the future, which has 
less supporting information compared with one-step 
forecasts. Also, the performance data shows that the 
GR neural network combined with the K-NN method 
achieves better prediction performance than the other 
three neural network models.

5. CONCLUSION
Real-time and accurate short-term traffic flow fore-

casting is critical for proactive traffic control and man-
agement systems, and a number of methods have 
been proposed in this field.  These methods are pri-
marily classified into parametric and non-parametric 
approach. Considering the significant effect of time 
interval on prediction performances, all these fore-
casting methods could be complementary rather than 
competitive in supporting the development of proac-
tive traffic management and control systems.

Improvements to neural networks can be made 
from multiple perspectives, and refining the training 
data is a promising direction. Therefore, in this paper, 
in order to fully utilize the repeatable traffic flow pat-
terns, the neural networks were combined with the 
K-NN method, assembling mutually similar traffic flow 
patterns to reconstruct the training data for improving 
prediction performances. In doing so, four convention-
al neural network models were selected, specifically 
the BR, RBF, GR, and Elman neural networks. Recon-
structed data using K-NN was applied for training 
these models, formulating an integrated short-term 
traffic flow forecasting model.

Using real world traffic flow data, the proposed 
forecasting approach is implemented with the per-
formances investigated and demonstrated. First, 
the reconstructed data are shown together with the  

Table 4 – Collective prediction performances for multiple step forecast

Models
One-step Two-step Three-step Four-step

MAPE% RMSE MAPE% RMSE MAPE% RMSE MAPE% RMSE
BP-KNN 8.17 68.5 8.65 73.1 8.89 75.7 9.27 78.8

RBF-KNN 8.69 75.2 9.32 80.6 10.05 86.0 10.5 90.4
GR-KNN 8.07 64.4 8.36 66.8 8.80 69.8 8.97 71.6

Elman-KNN 8.71 75.9 9.27 79.6 10.06 86.4 10.46 92.4
BP 8.48 74.2 9.05 79.0 9.15 81.4 9.50 84.0

RBF 8.74 77.1 9.38 82.6 10.21 88.0 10.68 94.9
GR 8.96 76.6 9.5 81.7 10.08 85.4 10.4 90.2

Elman 8.76 76.3 9.32 81.0 10.11 85.9 10.53 92.1
K-NN 8.54 74.9 9.03 79.4 9.62 83.1 9.88 87.0

ARIMA 8.57 76.8 9.09 83.0 9.57 89.5 9.97 94.4
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方法相结合的短时交通流预测方法。对于神经网络模型而
言，利用已有的交通数据（即训练数据）训练神经网络模
型对于预测而言是一个重要的过程。基于此，考虑到交通
流模式的相似性，采用K-NN方法对神经网络模型的训练数
据进行重构，具体方法是从历史数据库中收集与当前交通
状态向量最接近的历史交通状态向量，来增强神经网络模
型中输入和输出之间的关系。本研究选取了广泛使用的四
种神经网络模型，包括BP神经网络，RBF神经网络，GR
神经网络和Elman神经网络四种不同的模型。利用实际中
的交通数据进行实验分析，实验结果表明，首先BP神经网
络和GR神经网络与K-NN方法相结合，具有较好的预测精
度，并且预测精度受到训练数据数量的影响。其次，RBF
神经网络和Elman神经网络与K-NN方法相结合，预测精度
不受训练数据数量的影响。综上所述，本文所提出的混合
预测模型比传统的预测模型具有更好的预测精度，这有利
于短时交通流预测在交通管理和控制应用中的应用。
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