ABSTRACT

In the past few years, numerous mobile applications have made it possible for public transit passengers to find routes and learn about the expected arrival times of their transit vehicles. Previous studies show that provision of accurate real-time bus information is vital to passengers for reducing their anxieties and wait times at bus stops. Inadequate and/or inaccurate real-time information not only confuses passengers but also reinforces the bad image of public transit. However, almost all methods of real-time information optimization are aimed at predicting bus arrival or travel times. In order to make up for the lack of information accuracy, this paper proposes a new approach to optimize mobile real-time information for each transit route based on robust linear optimization. An error estimation is added to current bus arrival time information as a new element of mobile bus applications. The proof process of the robust optimization model is also presented in this paper. In the end, the model is tested on two comparable bus routes in Shanghai. The real-time information for these two routes was obtained from Shanghai Bus, a mobile application used in Shanghai City. The test results reflect the validity, disadvantages, and risk costs of the model.
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1. INTRODUCTION

The development of intelligent public transport systems and intelligent terminal applications, such as those for mobile phones, tablet PCs, and electronic stop boards, has already significantly improved the level of transit service and satisfaction of transit users. Katrin Dziekan and Karl Kottenhoff [1] concluded that dynamic real-time information had seven main effects on customers: (1) reduced wait time, (2) positive psychological factors, (3) increased willingness-to-pay, (4) adjusted travel behavior, such as better use of wait time or more efficient travel, (5) mode choice effects, (6) higher customer satisfaction, and (7) better image. The research by Kari Edison Watkins and Brian Ferris et al. [2] also showed that mobile real-time information reduced not only the perceived wait time but also the actual wait time experienced by customers. With this development, all kinds of mobile applications providing real-time bus information for customers emerged in response to the needs.

The practical information system used in Shanghai is named Shanghai Bus, developed by the Shanghai Municipal Transport Commission. This application supports both Android and iOS operating systems. It is a query system containing information on bus lines, transfers, circumjacent buses, current location, and a subway map, as shown in Figure 1. Customers can position themselves by “my location”, “choose on map”, and “road fuzzy query”, and obtain bus information such as timetables, stops, and transfers. By the end of 2015, this system managed real-time information of more than 530 bus lines, including plate numbers, stops counts, and the predicted arrival time of the nearest three buses to the waiting stop. Shanghai Bus does this by using the underlying data feed from the Automatic Vehicle Location (AVL) system and prediction algorithms. Figure 1 shows the iOS interface of the Shanghai Bus application in the Chinese version.

In addition, Jan-Willem Grotenhui and Bart W. Wiegmans et al. [3] did a study to identify customers’ desired quality of travel information provision in public transport. Their research showed that passengers had many requirements for real-time information. The real-time information needs could be assigned to
three distinct stages of a trip, roughly in common with three location types: pre-trip, wayside, and on board. In all stages, total travel time and delay were the most sought-after information; wait time, route, distance, etc., were close behind. Apparently, time information was the most important to customers, e.g. total travel time, delay, or arrival time error, which are the factors Shanghai Bus currently lacks. However, the vast population and heavy traffic in Shanghai makes it harder to realize all trips on time.

Hence, the purpose of this paper is to offer an approach to optimize the real-time arrival information for each transit route by means of adding error estimation to the current arrival times in Shanghai Bus, to account for the uncertainty of public demand. The method proposed in this paper is applicable to a wide range of intelligent public transport systems, combining computational tractability with the structural properties of the optimal policy.

The paper is structured as follows. In Section 2, existing research on real-time bus information is summarized. In Section 3, a robust optimization approach is applied to establish the optimization model. The solving algorithm is introduced in Section 4, and the method is implemented in Section 5. Finally, Section 6 provides some concluding remarks.

2. LITERATURE REVIEW

Public transport systems are increasingly equipped with information and communication technologies to improve level of service to passengers and facilitate fleet management [4] (Casey et al., 2000). The dissemination of accurate and reliable information to passengers is of great importance for public transport agencies. ATIS and Advanced Data Collection techniques, such as Automatic Vehicle Location and Automatic Passenger Counts, had first been used to improve operations and management. Later, they were also utilized to disseminate real-time information to passengers [5, 6]. With the development of such systems, public transport agencies obtain details regarding fleet positioning, travel times and speed, passengers on board, and dwell times at stops. Those sources are then processed and integrated to generate real-time information concerning the present and future states of the public transport system. Real-time information can refer to information on service disruptions, crowding conditions, and prescriptive journey planners. However, the most commonly provided and the focus of research is the information concerning the remaining wait time, since it constitutes an important and uncertain part of the trip. Accurate bus arrival time information is very important to passengers because it reduces wait times and anxiety at bus stations.

Previous studies about real-time bus arrival information mainly focused on two aspects. One is the approaches to real-time bus arrival time prediction, which could be mainly divided into the following categories: artificial neural network (ANN) [6-10], Kalman filtering [11-13], support vector machines (SVM) [14-18], regression analysis models [19], and time series models [20]. These five methods were the most commonly used approaches for arrival time prediction. In addition, there were other methods: k-NN classifier [21], glowworm swarm optimization (GSO) [22], multiple data sources [23], meta-model approach [24], real-time data [25-27], and hybrid method [28-30]. Among these methods, some required special conditions and more processing time. Some fully depended on researchers’ experience or knowledge to preprocess data to select control parameters. In addition the accuracy of prediction also needed to be improved.

The other research point was the impact of real-time information provision on various aspects of passengers’ experience, including the level of satisfaction [33] and perceived wait time [1, 32]. Watkins et al. [2] delved into the importance of providing accurate information and its implications on passengers’
perception of wait time. In their study, passengers perceived the wait time as 0.83 minutes longer than the actual wait time they had experienced. In contrast, this overestimation of wait time did not occur when real-time information was available. Moreover, the average actual wait time of the latter group was 30% shorter than the wait time experienced by passengers who used traditional arrival time information (i.e., timetables). The benefits of real-time information were not limited to a single trip stage. Labell et al. [33] reported the advantages of real-time information in improving transfer and departure time decisions based on pre-trip information (e.g., initial connections); improving time usage in/near the terminal; and informing passengers about irregularities in public transport services, and hence reducing passengers’ anxiety associated with travel time uncertainty. Moreover, the benefits from deploying real-time information systems are not limited to uncertainty reduction and trip departure time choice. Real-time information can also facilitate path choice changes that yield time savings [34, 35].

Even though considerable research efforts have been devoted to the development of real-time bus arrival prediction schemes and to identifying the impacts of real-time bus information on passengers, there is a lack of consideration for the complexity of real-life conditions. In practice, there will be some inaccuracies of information caused by uncertainties, such as signal problems and huge volumes, no matter how accurate the model or algorithm is. Hence, this paper offers a new approach to optimizing information content by adding error prediction to current real-time arrival information to reduce the negative impacts on passengers caused by inaccurate information.

3. MODEL BUILDING

3.1 Basic model

Table 1 shows the symbols, which have the same meanings throughout the paper.

Assumptions:
1) The evaluated transit route was equipped with an Automatic Vehicle Location (AVL) system and electronic information boards system.
2) There was only one choice for the passengers, without consideration of other lines’ competition.
3) The average speed of passenger boarding on the bus was known and fixed.
4) All the passengers had been waiting at the stop before the bus arrived.
5) The bus’s cycle of run and departure intervals were known. The departure interval was fixed and the bus was punctual at the first stop.
6) The travel time distribution was known. In practice, this distribution could be obtained from historical AVL data and parameter calibration.
7) All the researched buses had the same type and capacity. The bus capacity was known.

Consider a normal intelligent bus line, as shown in Figure 2. Here, \( n(n \geq 3) \) is the number of stops for this line, \( j \) are the stop passengers waiting for buses. The yellow box is the nearest bus to stop \( j \), which had just left stop \( i \). \( k \) is the number of stops between stop \( j \) and stop \( i \).

The following diagrams present the relationship between passenger numbers and time, including passenger accumulation and dissemination, bus arrival and departure. Figure 3 shows the relationship between passenger numbers and time at stop \( j \) without intelligent information, where \( \lambda_0 \) is the arrival rate, \( t \) is time, \( Q \) is the number of passengers at stop \( j \) at moment \( t \), but not the passengers who have already boarded the vehicle. \( Q \) and \( t \) have the same meanings in the following figures.

If passengers can get the bus information, including the location, predicted wait time and prediction-error time, from the electronic information board or the mobile terminal, some of them will do something else instead of tiresome waiting. Then the relationship changes to Figure 4, where \( \Delta t_i \) is the prediction-error time. Apparently, passengers’ waiting cost at stop \( j \) decreases.

According to bus delay communication theory, if the bus arrives at stop \( i \) with a delay \( \Delta t_i \), then there will be a greater delay \( \Delta t_{i+1} \), as shown in Figure 5 where:

\[
\begin{align*}
t_1 &= \frac{Q_1}{\lambda_{0i}} \\
t_2 - t_1 &= \frac{Q_2 - Q_1}{\lambda_{0i}} \\
t_3 - t_1 &= \frac{Q_3 - Q_1}{\lambda_{0i}} \\
t_4 - t_2 &= \frac{Q_2}{\mu} \\
t_5 - t_3 &= \frac{Q_3}{\mu}
\end{align*}
\]

Thus:

\[
\Delta t_i = t_5 - t_4 = \left(1 + \frac{\lambda_{0i}}{\mu}\right) \Delta t_i
\]

Besides, if the bus is late, the bus driver will take some steps, such as adjusting the speed to reduce the delay as much as possible. Because of this recovery behavior, the delay to the next stop \( i+1 \) reduces to \( a \Delta t_i \), where \( a \) is driver’s recovery coefficient of delay. This is expressed as

\[
\Delta t_{i+1} = a \Delta t_i = a \left(1 + \frac{\lambda_{0i}}{\mu}\right) \Delta t_i
\]

and so on; the delay in arriving at stop \( j \) is as shown.

\[
\Delta t_j = \Delta t_{i+1} = a^j \left(1 + \frac{\lambda_{0i}}{\mu}\right) \Delta t_i
\]
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Table 1 – Symbols used in this paper

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{ij}$</td>
<td>Prediction travel time from stop $i$ to stop $j$;</td>
</tr>
<tr>
<td>$\Delta t_i, \Delta t_j$</td>
<td>The actual delay arriving to stop $i$ and stop $j$;</td>
</tr>
<tr>
<td>$\Delta t_i', \Delta t_j'$</td>
<td>The actual delay leaving stop $i$ and stop $j$;</td>
</tr>
<tr>
<td>$\Delta t_i, \Delta t_j'$</td>
<td>The prediction-error time arriving to stop $i$ and stop $j$;</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Average speed of passenger getting on the bus;</td>
</tr>
<tr>
<td>$\lambda_{0i}, \lambda_{0j}$</td>
<td>Passenger arrival rate at bus stop $i$ and stop $j$ without intelligent information;</td>
</tr>
<tr>
<td>$\lambda_{1i}, \lambda_{1j}$</td>
<td>Passenger arrival rate out of prediction-error time at bus stop $i$ and stop $j$ with intelligent information;</td>
</tr>
<tr>
<td>$\lambda_{2i}, \lambda_{2j}$</td>
<td>Passenger arrival rate within prediction-error time at bus stop $i$ and stop $j$ with intelligent information;</td>
</tr>
<tr>
<td>$C_j$</td>
<td>Passengers’ time cost saving at bus stop $j$ with intelligent information;</td>
</tr>
<tr>
<td>$c_0$</td>
<td>Passenger waiting cost coefficient without intelligent information;</td>
</tr>
<tr>
<td>$c_1$</td>
<td>Passenger waiting cost coefficient out of prediction-error time with intelligent information;</td>
</tr>
<tr>
<td>$c_2$</td>
<td>Passenger waiting cost coefficient within prediction-error time with intelligent information;</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Driver’s recovery coefficient of delay;</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of buses deployed on the transit route;</td>
</tr>
<tr>
<td>$h$</td>
<td>Headway of the transit route;</td>
</tr>
<tr>
<td>$U$</td>
<td>Bus capacity</td>
</tr>
<tr>
<td>$Q_i, Q_j$</td>
<td>Total number of passengers waiting at stop $i$ and stop $j$;</td>
</tr>
<tr>
<td>$P_i, P_j$</td>
<td>The number of passengers getting off at stop $i$ and stop $j$;</td>
</tr>
<tr>
<td>$T$</td>
<td>One-way travel time of the transit route, including the time from the starting point to the terminal point and the rest time at the end.</td>
</tr>
</tbody>
</table>

Figure 2 – Diagram of an intelligent bus line

Figure 3 – Diagram without intelligent information

Figure 6 shows the relationship between passenger numbers and time stop $j$ with both intelligent information and delay.

Let $C_j($) be passengers’ time cost saving at stop $j$ with intelligent information, $c_0($) passenger waiting cost coefficient without intelligent information, $c_1($) passenger waiting cost coefficient in time period $(0, t_1)$ with intelligent information, and $c_2($) passenger waiting cost coefficient in time period $(t_1, t_2)$ with intelligent information. The objective function is passengers’ time cost saving at a stop caused by intelligent information, and it is expressed by passengers’ total time cost in case of no intelligent information $(c_0 \lambda_{0j} t_1)$ minus passengers’ total time cost in case of provision of intelligent information,
Figure 5 – Diagram 1 with intelligent information and delay which includes passengers’ time cost not using intelligent information \((c_2A_{2j}t_2)\) and passengers’ time cost using intelligent information \((c_2A_{2j}(t_3-t_2))\). Then the expression of \(C_j\) is as below:

\[
C_j = c_0A_{0j}(t_2-A_{t2})-\left[c_1A_{1j}(t_2-\Delta t_i)+c_1A_{1j}(t_2-\Delta t_i)+c_2A_{2j}(\Delta t_i+\Delta t_i)\right]
\]

where \(t_2\) is the departure interval, and \(t_2=h\). Then,

\[
C_j = c_0A_{0j}(h-\Delta t_i)-\left[c_1A_{1j}(h-\Delta t_i)+c_2A_{2j}(\Delta t_i+\Delta t_i)\right]
\]

As can be seen from Figure 4, the value of \(C_j\) changes with \(\Delta t_i\).

Furthermore, it is highly possible that there are so many passengers waiting at the bus stops that one bus cannot take them all during peak times. Those passengers left behind have to wait for the next bus. Their waiting cost increases by \(h\). And the total time cost saving \(C_j\) decreases by \(c_0(Q_0-h)\). \(Q_0\) is the number of left-behind passengers, and \(Q_0 = \sum_{j=1}^{k}(Q_i-P_i)-U\). \(Q_i\) is the total number of passengers waiting at stop \(k\); \(P_i\) is the total number of passengers getting off at stop \(k\); \(U\) is the bus capacity. Thus,

\[
C_j = c_0A_{0j}(h-\Delta t_i)-\left[c_1A_{1j}(h-\Delta t_i)+c_2A_{2j}(\Delta t_i+\Delta t_i)\right]
\]

Aiming to maximize the total time cost saving of all stops in the transit route, the following model has been established.

\[
\text{maximize } \sum_{j=1}^{k}C_j \quad \text{(LP1)}
\]

subject to \(\sum_{j=1}^{k}\Delta t_i \leq \frac{hN}{T} \cdot T\) \(\text{for } i \neq j\).

In Problem LP1, \(h\) and \(\Delta t_i\) are known, \(c\) and \(A\) are random variables, and \(\Delta t_i\) is the decision variable. \(N\) is the number of buses on the selected transit route, \(h\) is the headway of the selected transit route, \(T\) is the one-way travel time of the selected transit route, including the time from the starting point to the terminal point and the rest time in the end. The first constraint means the total error is not higher than the value determined by the number of operating vehicles, departure interval, and the one-way travel time.

### 3.2 Robust optimization model

We used the objective \(\text{maximize } z\), and added the constraint \(z - \sum_{j=1}^{k}C_j \leq 0\), to make the data uncertainty only affect the elements in the constraint. Then the Problem LP1 equals Problem LP2.

\[
\text{maximize } z \quad \text{subject to } z - \sum_{j=1}^{k}C_j \leq 0 \quad \text{(LP2)}
\]

In Problem LP2, the first constraint can be written as:

\[
z - \sum_{j=1}^{k}C_j = z - \sum_{j=1}^{k}\left\{c_0A_{0j}(h+\Delta t_i)-\left[c_1A_{1j}(h+\Delta t_i)+c_2A_{2j}(\Delta t_i+\Delta t_i)\right]\quad \text{(LP2)}\right.
\]

\[
\left.\quad + c_2A_{2j}(\Delta t_i+\Delta t_i)-c_0\left(\sum_{k=1}^{j}(Q_i-P_i)-U\right)\right\}h
\]

\[
= z - \sum_{j=1}^{k}\left\{c_0A_{0j}(h+\Delta t_i)-c_1A_{1j}(h+\Delta t_i)-c_2A_{2j}(\Delta t_i+\Delta t_i)\right.\right.
\]

\[
\left.\quad - c_2A_{2j}(\Delta t_i+\Delta t_i)-c_0\left(\sum_{k=1}^{j}(Q_i-P_i)-U\right)\right\}h
\]

\[
= z - \sum_{j=1}^{k}\left\{c_0A_{0j}(h+\Delta t_i)-c_1A_{1j}(h+\Delta t_i)-c_2A_{2j}(\Delta t_i+\Delta t_i)\right.\right.
\]

\[
\left.\quad - c_2A_{2j}(\Delta t_i+\Delta t_i)-c_0\left(\sum_{k=1}^{j}(Q_i-P_i)-U\right)\right\}h
\]

That is,

\[
\sum_{j=1}^{k}(c_2A_{2j} - c_1A_{1j})\Delta t_i \leq \sum_{j=1}^{k}\left\{c_0A_{0j}(h+\Delta t_i)-c_1A_{1j}(h+\Delta t_i)-c_2A_{2j}(\Delta t_i+\Delta t_i)\right.
\]

\[
\left.\quad - c_2A_{2j}(\Delta t_i+\Delta t_i)-c_0\left(\sum_{k=1}^{j}(Q_i-P_i)-U\right)\right\}h\right) \cdot z
\]

In Formula 9, let \(a = c_2A_{2j} - c_1A_{1j}\), and \(b = \sum_{j=1}^{k}\left\{c_0A_{0j}(h+\Delta t_i)-c_1A_{1j}(h+\Delta t_i)-c_2A_{2j}(\Delta t_i+\Delta t_i)\right.\right.

\[
\left.\quad - c_2A_{2j}(\Delta t_i+\Delta t_i)-c_0\left(\sum_{k=1}^{j}(Q_i-P_i)-U\right)\right\}h\right) \cdot z
\]

for clearer expressions. Let \(A\) represent the set of coefficients that are subject to uncertainty. Each entry
$a_i a_j \in \mathbf{A}$ takes values according to a symmetric distribution with a mean equal to the nominal value $a_j$ in the interval $[a_j - \Delta_j, a_j + \Delta_j]$. Then the Problem LP2 can be simplified:

$$\text{maximize } z$$
$$\text{subject to } \sum_{j=2}^{n} a_j \Delta_i \leq b$$
$$\sum_{j=2}^{n} \Delta_i \leq \frac{hN}{2} - T \tag{LP3}$$

We introduced an integer parameter $\Gamma$, that takes values in the interval $[0, |A|]$. As becomes clear below, the role of the parameter $\Gamma$ is to adjust the robustness of the proposed method against the level of conservatism of the solution [36]. Speaking intuitively, it is unlikely that all of the $a_j$ would change.

Consider the following (still nonlinear) Problem LP4 [37].

$$\text{maximize } z$$
$$\text{subject to } \sum_{j=2}^{n} a_j \Delta_i \max \{S \subseteq A, |S| = \Gamma\} \left\{ \sum_{j \in S} \Delta_j |a_j| \right\} \leq b / \Delta_i \leq \Delta_i$$
$$\sum_{j=2}^{n} \Delta_i \leq \frac{hN}{2} - T \tag{LP4}$$

In Problem LP4, the first constraint is protected by $\beta(\Delta_i, \Gamma)$. $\beta(\Delta_i, \Gamma) = \max \{S \subseteq A, |S| = \Gamma\} \left\{ \sum_{j \in S} \Delta_j |a_j| \right\}$. Note that when $\Gamma = 0, \beta(\Delta_i, \Gamma) = 0$, the constraints are equivalent to that of the nominal problem. Therefore, by varying $\Gamma \in [0, |A|]$, we have the flexibility of adjusting the robustness of the method against the level of conservatism of the solution.

To reformulate Problem LP4 as a linear optimization model, given vector $\Delta_i^* \Gamma$, the protection function of the first constraint is

$$\beta(\Delta_i^*, \Gamma) = \max \{S \subseteq A, |S| = \Gamma\} \left\{ \sum_{j \in S} \Delta_j |a_j| \right\}$$

It equals the objective function of the following linear optimization problem LP5:

$$\text{maximize } \sum_{j=2}^{n} \hat{a}_j \Delta_i^* |q_j|$$
$$\text{subject to } \sum_{j=2}^{n} q_j \leq \Gamma$$
$$0 < q_j \leq 1 \tag{LP5}$$

This was equivalent to the selection of the subset $\{S \subseteq A, |S| = \Gamma\}$ with the corresponding cost function $\left\{ \sum_{j \in S} \hat{a}_j |\Delta_j^*| \right\}$.

Consider the dual of Problem LP5:

$$\text{maximize } \sum_{j=2}^{n} r_j + \Gamma q$$
$$\text{subject to } q + r_j \geq \hat{a}_j |\Delta_j^*|$$
$$r_j \geq 0$$
$$q \geq 0 \tag{LP6}$$

Here, $q$ and $r_j$ are variables generated through the evolution of models. By strong duality, since Problem LP5 is feasible and bounded for all $\Gamma \in [0, |A|]$, the dual Problem LP6 is also feasible and bounded, and their objective values coincide. Using the change from Formula 10 to Problem LP5, we have that $\beta(\Delta_i^*, \Gamma)$ is equal to the objective function value of Problem LP6. Also, at optimality, clearly, $t_j = |\Delta_j^*|$. Substituting to Problem LP4, the Problem LP4 is equivalent to the linear optimization problem LP7.

$$\text{maximize } z$$
$$\text{subject to } \sum_{j=2}^{n} a_j \Delta_i + \sum_{j=2}^{n} r_j + \Gamma q \leq b$$
$$q + r_j \geq \hat{a}_j t_j$$
$$-t_j \leq \Delta_i \leq \Delta_i$$
$$\sum_{j=2}^{n} \Delta_i \leq \frac{hN}{2} - T$$
$$r_j \geq 0$$
$$q \geq 0$$
$$t_j \geq 0 \tag{LP7}$$

Replacing $\hat{a}_j$ and $b$ by the primary expressions results in the final robust optimization model LP8.

$$\text{maximize } z$$
$$\text{subject to }$$
$$z \leq \sum_{j=2}^{n} \{c_0 \lambda_0 (h + \Delta_j) - \{c_1 \lambda_1 (h - \Delta_j) +$$
$$+ c_2 \lambda_2 (\Delta_j + \Delta_i)\} + c_0 \left\{ \sum_{j=2}^{n} \left( Q_k P_k - U \right) \right\} -$$
$$- \left( q \Gamma + \sum_{j=2}^{n} r_j \right)$$
$$q + r_j \geq \hat{a}_j t_j$$
$$-t_j \leq \Delta_i \leq \Delta_i$$
$$\sum_{j=2}^{n} \Delta_i \leq \frac{hN}{2} - T$$
$$r_j \geq 0$$
$$q \geq 0$$
$$t_j \geq 0 \tag{LP8}$$

4. SOLVING ALGORITHM

The robust optimization problem is characterized by huge computation, so a high-performance algorithm is needed. The predatory search algorithm, PSA, is a new kind of bionic algorithm. This algorithm defines local and global search by the restriction value of search space and realizes the conversion between
local and global search by adjusting the restriction value of search space. It has better ability to conduct local search and jump out of local optimal solution simultaneously. This was the algorithm used in this paper to search for the optimal robust solution. If the robust optimization function is a maximize problem, turn it to be a minimize problem.

There are two parts of PSA.
1) Global search: search in the whole space, and if the prey or sign is found, turn to 2).
2) Local search: search closely in the neighborhood of the prey, and if there is no progress for a long time, turn to 1).

This paper uses the method of restricting target value, proposed by Linhares [38]. This method has a set of target values according to the search in the neighborhood of the current optimal solution, where the smaller ones are set as local search restrictions and the larger ones as global search restrictions.

5. NUMERICAL IMPLEMENTATION

In this section, an experiment illustrating the robust solution to real-time transit timetable problem is presented. According to a survey of all the intelligent transit routes in Shanghai and their indexes of crowdedness, congestion, noise, wait time, and service, No. 49 (a city bus line) and Beian Line (a suburban bus line) were taken as the numerical examples to assess the proposed robust optimization model. No. 49 had 20 bus stops, and Beian Line had 36, including the starting and ending terminals. In this paper, passenger flow, especially high volumes or unusual events, is considered as the uncertain value in model building. High passenger flow happens much more often in evenings due to rush hours and students traveling from school in some stops. Hence, for a more evident result comparison, the evening peak period (17:00-19:00) has been considered in this example. The two bus routes respectively had 30 buses and 20 buses. The maximum passenger capacity was 86. The data acquisition times were the evening peak hours on 12–16 September 2016. The scheduled headways of the two routes in the evening peak hours were 5 min and 10 min, separately. Table 2 shows the basic information on No. 49 and Beian Line.

Table 2 – Basic Information of No.49 and Beian Line

<table>
<thead>
<tr>
<th>Bus name</th>
<th>Number of stops</th>
<th>Length [km]</th>
<th>Headway [min]</th>
<th>One-way travel time [min]</th>
<th>Number of buses</th>
<th>Bus capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>up</td>
<td>down</td>
<td>Peak</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>20</td>
<td>13.4</td>
<td>13.0</td>
<td>5-6</td>
<td>6-10</td>
<td>60</td>
</tr>
<tr>
<td>Beian Line</td>
<td>36</td>
<td>16.6</td>
<td>17.3</td>
<td>10</td>
<td>20</td>
<td>100</td>
</tr>
</tbody>
</table>

Regarding the driver’s recovery coefficient of delay $\alpha$, Chen et al. [39] used the AVL data and timetable from a reputable transit agency in the northeastern United States and obtained the distribution of the recovery coefficient along the route. Their results showed that, on most segments, the average recovery coefficients were mostly between -0.5 and 0.5. In this paper, the recovery coefficient is assumed to be non-negative, i.e., bus drivers were always trying to recover the schedule deviation. It was thus assumed that the recovery coefficient of delay $\alpha$ was uniformly distributed in the interval [0, 0.5]. According to Equation 4, the value of $\Delta t_j$ was known based on the gathered AVL data. In addition, the average speed of passenger getting on the bus $\mu$ was 10 persons a minute.

The uncertainty variables in this paper are passenger arrival rates $\lambda_{j1}$ and $\lambda_{j2}$. The uncertain variable $\lambda_{j1}$ is modeled as a random variable that has an arbitrary distribution in the interval [0, $\bar{\lambda}_j$], and the uncertain variable $\lambda_{j2}$ as a random variable that has an arbitrary distribution in the interval [$\bar{\lambda}_j$, $\bar{\lambda}_{j,max}$], where $\bar{\lambda}_j$ is the average value and $\bar{\lambda}_{j,max}$ is the maximum value. The passenger arrival rates $\lambda_{j1}$ and $\lambda_{j2}$ are independent.

Three cases for the values of $c_{0j}$, $c_{1j}$, and $c_{2j}$ are presented. The three cases consider the different mind states of passengers and reflect the popularity of intelligent software like Shanghai Bus. Case 1 assumes all passengers had the same attitude toward the intelligent information, Case 2 assumes the passengers who used the intelligent information have a higher waiting cost coefficient, and Case 3 is much higher than Case 2. Tables 3 and 4 present the ultimate results.

Some key insights are summarized in the example.
1) For the same bus line, different waiting cost coefficients have led to remarkable changes in the results. From Case 1 to Case 3, the prediction-error time $\Delta t_j$ got smaller and smaller, which implies that the results are more accurate. At the same time, the total time cost saving $\sum C_j$ increased, which means the application of the intelligent terminals saved passengers’ total waiting cost apparently.
2) There are some negatives in the results of $C_j$. This is normal. The negatives reflect the disadvantage of this model, and there is a risk cost. If the bus arrived earlier than the prediction time provided.
by the intelligent terminal, the waiting cost would increase because the passengers missing this bus would have to take the next one.

3) Compared with No. 49, the Beian Line had greater, more unstable errors and greater risk costs. This indicates that the risk cost increased for the bus line providing poorer service. According to the model, these were mainly caused by the differences between the city bus and the suburban bus. No. 49 ran in the center of Shanghai with stable passenger flow, mostly traveling for business purposes. Moreover, although traffic jams always happened, the travel time could be estimated based on historical data. However, the Beian Line started from one central bus stop to another one in a suburb, and stopped at several passenger collector-distributor points, such as a super market, shopping center, material market, coach waiting point, and so on.

4) As shown in Figures 7a and 7b, the estimated error of real-time travel time prediction increased while vehicle running time grew and reached the maximum in some stops because of traffic jams or high passenger flows. After that, it was easier for the driver to adjust the driving speed to catch up to the schedule. This shows that driver’s recovery behavior plays a key role in the results.

Table 3 – Results of the three cases of No.49 [min]

| No. 49 | Case 1 \(c_0 = c_1 = c_2 = 1\) | Case 2 \(c_0 = 1, c_1 = 0.5, c_2 = 2\) | Case 3 \(c_0 = 1, c_1 = 0.3, c_2 = 3\) |
| Stop \(j\) | \(\Delta t_j\) | \(C_j\) | \(\Delta t_j\) | \(C_j\) | \(\Delta t_j\) | \(C_j\) |
| 1 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 2 | 0.03 | 0.93 | 0.03 | 0.93 | 0.02 | 0.93 |
| 3 | 0.15 | 0.78 | 0.14 | 0.79 | 0.12 | 0.80 |
| 4 | 0.96 | 5.05 | 0.86 | 5.24 | 0.78 | 5.41 |
| 5 | 1.76 | 7.78 | 1.58 | 8.27 | 1.43 | 8.71 |
| 6 | 1.29 | -0.74 | 1.16 | 0.75 | 1.04 | 1.05 |
| 7 | 1.97 | 2.45 | 1.77 | 2.88 | 1.60 | 3.27 |
| 8 | 2.38 | 2.35 | 2.14 | 2.92 | 1.93 | 3.43 |
| 9 | 1.99 | 2.43 | 1.79 | 2.87 | 1.61 | 3.27 |
| 10 | 2.82 | 2.95 | 2.54 | 3.62 | 2.28 | 4.23 |
| 11 | 2.79 | 2.22 | 2.51 | 2.67 | 2.26 | 3.07 |
| 12 | 3.44 | 0.52 | 3.10 | 1.41 | 2.79 | 2.22 |
| 13 | 1.94 | 1.67 | 1.75 | 1.87 | 1.57 | 2.04 |
| 14 | 2.77 | -2.58 | 2.49 | -0.86 | 2.24 | 0.82 |
| 15 | 1.52 | -0.66 | 1.37 | -0.51 | 1.23 | -0.38 |
| 16 | 1.98 | -0.22 | 1.78 | 0.29 | 1.60 | 0.75 |
| 17 | 1.81 | 3.83 | 1.63 | 4.05 | 1.47 | 4.24 |
| 18 | 1.51 | 0.04 | 1.36 | 1.55 | 1.22 | 0.91 |
| 19 | 0.93 | 0.81 | 0.84 | 0.83 | 0.75 | 0.85 |
| 20 | 0.48 | 0.00 | 0.43 | 0.00 | 0.39 | 0.00 |
| Total time cost saving \(\sum C_j\) | | 29.59 | | 39.58 | | 45.63 |
Table 4 – Results of the three cases of Beian Line [min]

<table>
<thead>
<tr>
<th>Stop j</th>
<th>Case 1 $c_0=c_1=c_2=1$</th>
<th>Case 2 $c_0=1, c_1=0.5, c_2=2$</th>
<th>Case 3 $c_0=1, c_1=0.3, c_2=3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta t_i$</td>
<td>$C_j$</td>
<td>$\Delta t_i$</td>
</tr>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.14</td>
<td>0.96</td>
<td>0.13</td>
</tr>
<tr>
<td>3</td>
<td>0.26</td>
<td>0.92</td>
<td>0.23</td>
</tr>
<tr>
<td>4</td>
<td>0.52</td>
<td>0.62</td>
<td>0.47</td>
</tr>
<tr>
<td>5</td>
<td>1.39</td>
<td>1.43</td>
<td>1.25</td>
</tr>
<tr>
<td>6</td>
<td>1.22</td>
<td>2.12</td>
<td>1.10</td>
</tr>
<tr>
<td>7</td>
<td>2.14</td>
<td>5.50</td>
<td>1.93</td>
</tr>
<tr>
<td>8</td>
<td>2.50</td>
<td>0.22</td>
<td>2.25</td>
</tr>
<tr>
<td>9</td>
<td>2.13</td>
<td>3.15</td>
<td>1.92</td>
</tr>
<tr>
<td>10</td>
<td>2.66</td>
<td>0.17</td>
<td>2.40</td>
</tr>
<tr>
<td>11</td>
<td>3.10</td>
<td>4.87</td>
<td>2.79</td>
</tr>
<tr>
<td>12</td>
<td>3.59</td>
<td>-0.99</td>
<td>3.23</td>
</tr>
<tr>
<td>13</td>
<td>3.50</td>
<td>4.46</td>
<td>3.15</td>
</tr>
<tr>
<td>14</td>
<td>4.28</td>
<td>4.24</td>
<td>3.86</td>
</tr>
<tr>
<td>15</td>
<td>4.28</td>
<td>-1.23</td>
<td>3.85</td>
</tr>
<tr>
<td>16</td>
<td>4.19</td>
<td>-0.64</td>
<td>3.77</td>
</tr>
<tr>
<td>17</td>
<td>4.93</td>
<td>3.01</td>
<td>4.44</td>
</tr>
<tr>
<td>18</td>
<td>5.02</td>
<td>0.87</td>
<td>4.52</td>
</tr>
<tr>
<td>19</td>
<td>5.14</td>
<td>1.23</td>
<td>4.63</td>
</tr>
<tr>
<td>20</td>
<td>5.33</td>
<td>1.02</td>
<td>4.80</td>
</tr>
<tr>
<td>21</td>
<td>5.81</td>
<td>-0.74</td>
<td>5.22</td>
</tr>
<tr>
<td>22</td>
<td>5.91</td>
<td>0.75</td>
<td>5.32</td>
</tr>
<tr>
<td>23</td>
<td>6.20</td>
<td>0.42</td>
<td>5.58</td>
</tr>
<tr>
<td>24</td>
<td>6.77</td>
<td>-3.45</td>
<td>6.09</td>
</tr>
<tr>
<td>25</td>
<td>7.09</td>
<td>-2.17</td>
<td>6.38</td>
</tr>
<tr>
<td>26</td>
<td>7.01</td>
<td>-1.17</td>
<td>6.31</td>
</tr>
<tr>
<td>27</td>
<td>6.16</td>
<td>0.48</td>
<td>5.54</td>
</tr>
<tr>
<td>28</td>
<td>5.10</td>
<td>1.27</td>
<td>4.59</td>
</tr>
<tr>
<td>29</td>
<td>4.89</td>
<td>1.00</td>
<td>4.40</td>
</tr>
<tr>
<td>30</td>
<td>4.42</td>
<td>0.92</td>
<td>3.98</td>
</tr>
<tr>
<td>31</td>
<td>4.34</td>
<td>-0.48</td>
<td>3.90</td>
</tr>
<tr>
<td>32</td>
<td>4.01</td>
<td>0.70</td>
<td>3.61</td>
</tr>
<tr>
<td>33</td>
<td>3.36</td>
<td>0.58</td>
<td>3.02</td>
</tr>
<tr>
<td>34</td>
<td>3.14</td>
<td>-0.64</td>
<td>2.83</td>
</tr>
<tr>
<td>35</td>
<td>2.99</td>
<td>0.70</td>
<td>2.69</td>
</tr>
<tr>
<td>36</td>
<td>2.89</td>
<td>0.00</td>
<td>2.60</td>
</tr>
</tbody>
</table>

Total time cost saving $\sum C_j$ = 31.18, 38.71, 42.34
value decreases on a small scale: the optimal value of No. 49 decreased by 10.69%, and the optimal value of the Beian Line decreased by 7.13%. This suggests that the robust approach has captured the trade-off between unstable passenger flow and passenger waiting cost saving caused by intelligent information.

Besides, the problem for various protection levels of $\Gamma$ was changed from 0 to 20, taking Case 3 for example. Figure 8 illustrates the performance of the robust solution for various protection levels.

As shown in Figure 8, when $\Gamma=0$, the optimal value is maximized, which is the same with the nominal problem. However, with increasing $\Gamma$, the optimal value decreases on a small scale: the optimal value of No. 49 decreased by 10.69%, and the optimal value of the Beian Line decreased by 7.13%. This suggests that the robust approach has captured the trade-off between unstable passenger flow and passenger waiting cost saving caused by intelligent information.

Figure 7 – The values of error prediction $\Delta l_j$ at the test route stops in the three cases
马卫民, 林南南, 陈晓轩, 张文芬

基于鲁棒优化的手机公交实时信息优化方法

摘要

近几年大量手机实时公交应用涌入市场，公交乘客可提前查询出行路线以及所乘车辆的到站时间。已有研究表明，精确的公交实时信息可以降低乘客候车时的焦虑感，以及乘客的候车时间。不精确或者错误的公交实时信息不仅会误导乘客出行，还会增加乘客对公交的不良印象。另外，已有关于公交实时信息优化的研究多是侧重公交实时到站时间或者公交运行时间预测，尚未从完善信息内容的角度考虑优化公交实时信息。基于此，论文提出了一种鲁棒优化的方法，针对单条公交线路的实时到站信息进行优化。通过鲁棒线性优化，考虑公交客流的不确定性，如突发客流等，在现有的公交实时到站时间预测中增加运行延误信息，以最大程度节省乘客的出行时间成本为目标，建立公交到站时间预测优化模型，使实时公交APP提供的公交实时信息更加完善。最后分别运用上海一条市域公交和一条市内公交的运行信息对模型进行验证。验证结果证明了模型的有效性以及模型存在的不足。
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