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IDENTIFICATION OF BLACK SPOTS BASED 
ON RELIABILITY APPROACH

ABSTRACT

Identifying crash “black-spots”, “hot-spots” or “high-
risk” locations is one of the most important and prevalent 
concerns in traffic safety and various methods have been 
devised and presented for solving this issue until now. In 
this paper, a new method based on the reliability analysis 
is presented to identify black-spots. Reliability analysis has 
an ordered framework to consider the probabilistic nature of 
engineering problems, so crashes with their probabilistic na-
ture can be applied. In this study, the application of this new 
method was compared with the commonly implemented 
Frequency and Empirical Bayesian methods using simulated 
data. The results indicated that the traditional methods can 
lead to an inconsistent prediction due to their inconsider-
ation of the variance of the number of crashes in each site 
and their dependence on the mean of the data.

KEY WORDS

Black-spots identification, Reliability analysis, Empirical 
Bayesian method.

1.	INTRODUCTION

Identifying black-spots, ranking and determining 
the potential safety improvement for each location 
among a set of sites are the main purposes of stud-
ies in traffic safety. Meanwhile, the correction of these 
sites in order to reduce the number of accidents takes 
a lot of effort for safety engineers. The first step in the 
process of road safety improvement is the identifica-
tion of black-spots. Then, determining the potential 
improvement for each location and the effect of re-
placing measures should be studied. The number of 
crashes occurring in several time intervals is usually 
compared in this step.

The simplest comparison is to rank the sites on 
the basis of the mean number of crashes occurring 
on each location. Besides, various methods which 
were presented in this regard are discussed in Sec-
tion 2. In this paper, a comparison of each site with a 
reference site is made in order to identify the black-
spots. It should be noted that the implemented data 
are taken from Cheng and Washington [1]. Due to the 
probabilistic nature of crash occurrence, identifying 
high accident sites is a probabilistic problem. Thus the 
probabilistic methods should be used to compare the 
crash counts occurring on each site with those of a 
reference site. Therefore, in this study, the reliability 
analysis method was proposed to identify the black-
spots. This method has many remarkable advantages 
because the probabilistic nature of crash occurrence 
in each location is taken into account.

The next section presents the review of some stud-
ies. The theoretical definition of reliability analysis is 
presented in Section 3. In Section 4, a comparison of 
the conducted method with the Frequency and Em-
pirical Bayesian (EB) methods is discussed. In the last 
section, the conclusions of applying this method are 
presented and the directions for future works are pro-
vided.

2.	BLACK-SPOTS IDENTIFICATION METHODS

Until now, many researchers have conducted nu-
merous studies on black-spots identification. Some 
studies have been done on the relative performance 
of Empirical Bayesian method and other studies 
have been carried out on techniques such as statisti-
cal quality control or confidence interval [2, 1]. Elvik 
showed the predictive validity of EB of road safety by 
applying five versions of EB estimation in [3]. Tark and 
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Kanodiain [4] proposed the index of crash frequency 
and index of crash cost in hazard identification. Some 
researchers have proposed to incorporate accident 
severity or crash costs into the risk measure, as dis-
cussed in the reference [5] and [6].

Also, Milton proposed a mixed Logit model by con-
sidering many environmental parameters [7]. Snab-
jornssonet [8, 9] applied a reliability approach for as-
sessing the road vehicle in a windy environment. Zio 
and Sansavini applied topological measures of inter-
connection of network systems in the safety analysis 
[10].

Some researchers have proposed model-based ap-
proaches for the black-spots identification. Sayed pre-
sented a counter measure-based approach which con-
sidered accident pattern besides crash frequency and 
severity [11]. Brijs proposed a multivariate model to 
identify and rank the sites according to their total cost 
to the society [12]. Also, Zheng and Lin discussed the 
review of accident prediction methods and suggested 
that the combined prediction approach can give a bet-
ter result [13].

One of the simpler ways in ranking the black-spots 
is related to the number of raw crashes (or rate) which 
produces a large number of misclassifications be-
cause of random variation of traffic accident from year 
to year [1].

As mentioned earlier, researchers were interested 
in the random variation of traffic accidents; however, 
the variance of data has not been considered in their 
studies. By implementing the reliability analysis, the 
random nature of accidents for black-spots identifica-
tion can be applied. In the next section, the reliability 
analysis used in this paper is described.

3.	METHODOLOGY

Most phenomena in the world have some amount 
of uncertainty; they cannot be predicted with total 
certainty. In general, the measurement of physical 
phenomena will not give the same outcomes. So, re-
liability analysis through implementing statistical and 
probabilistic procedures determines the probability 
occurrence of phenomena. The first step in reliability 
evaluation is to determine the performance function 
with the input random variables. This function for a 
problem with two variables can be written as [14]:

,Z g x x1 2= ^ h	 (1)
where x1 and x2 are the input random variables. The 
formula ,g x x1 2^ h denotes the performance function (or 
objective function).

The limit state of this function can be defined as 
Z 0= , which shows the boundary of safe and unsafe 
regions referred to as failure surface in the remainder 
of the paper. The equation of the boundary can be an 
explicit or implicit function of the basic random vari-

ables and the failure region occurs in a condition when 
Z 01 . The failure probability Pf  regarding Figure (1) is 
calculated by formula (2) [14]:

,P f x x dx dx
,

f x

g x x

1 2 1 2

01 2

=
1

^
^

h
h

## 	 (2)

where ,f x xx 1 2^ h is the joint probability density function 
for variables x1 and x2, and the integration is per-
formed over the failure region. Note that formula (2) is 
a general formula for the reliability problems.

In practice, the easy calculation of joint probabil-
ity density function for the random variables highly 
depends on the limit state function. Performing the 
integration is not a simple task, so approximation 
and simulation methods are used to calculate this 
problem. Approximation methods are divided into two 
types, including First Order Reliability Method (FORM) 
and Second Order Reliability Method (SORM).

x1
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g x x( , ) > 01 2
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Figure1 - Demonstrating failure function

for two variables [14]

In general, the failure surface boundary (line of 
limit state) equation might be linear or non-linear in 
the basic variables. If the failure surface is a linear 
function of uncorrelated variables with a normal distri-
bution, the FORM type will be suitable for performing 
the reliability analysis. On the other hand, SORM calcu-
lates the probability failure by the quadratic estimation 
in order to implement it in a non-linear failure surface. 
Hence, FORM was used in this study to consider the 
probabilistic nature of black-spots identification. The 
considered method is described further in the text.

Halder and Mahadevanre demonstrated that the 
development of FORM was obtained from the result 
of Cornel studies [14]. For two random variables with 
a normal distribution, which are independent from 
each other and have linear relationship in the form of 

,Z g x x x x1 2 1 2= = -^ h , the probability occurrence Z 01  
can be written as:
P 1f z b= - ^ h	 (3)

x x
x x

Z
Z
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n n
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^ ^

^ ^
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h h 	 (4)

where b  is the safety index and z is the Cumu-
lative Distribution Function (CDF) of the standard 
normal variable. Also, n and v  are mean and stan-
dard deviation of random variables. In the equation, 
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the probability failure (Pf ) is related to the propor-
tion of the mean and the variance of Z. The above-
mentioned relationship is calculated by expanding 
the first-order Taylor series’ approximation of the 
performance function g. Without exactly calculating 
the random characteristic of Z and just with the first-
order approximation of its mean and variance, where 
the normal distribution of Z is around the mean 
point, the failure probability is calculated in the form 
of P Z 01^ h. Note that the exact probability of fail-
ure can be calculated by b  in the cases where the 
variables are independent, where they have normal 
distributions and make a linear relationship with Z. 
Otherwise, the result will be approximated.

Hasofer and Lind [15], and Rackwitz [16], submit-
ted some methods to improve this approximation. Also, 
Rackwitz and Fiessler [17] and Chen and Lind [18] 
presented an algorithm for solving the variables which 
are not normally distributed from the above problem. 
SORM-type used the second order approximation of 
Taylor expansion, which Fiessler, Neuman and Rack-
witz [19] had carried out for the first time. Until now, 
researchers have proposed several methods for the re-
liability approximation with different levels of accuracy 
and efficiency [14].

As shown in Figure 1, safety index (b ) represents 
the minimum direct distance of origin from limit state 
equation. The point of minimum distance from the 
origin to the limit state surface ( x*

i ) represents the 
worst combination of stochastic variables called as 
design point or most probable point of failure. If the 
limit state equation is linear, cosines vector ( xia ) will 
be perpendicular to all points of line equation. For non-
linear limit state equation, the limit state needs to be 
calculated in order to find the new design point and a 
Newton-Raphson type recursive may need to find the 
design point [14].

If the input variables have a distribution other than 
the normal distribution, the equivalent normal param-
eters should be calculated for each variable. These pa-
rameters become feasible by moving the distribution 
of variables into equivalent normal distribution. Rack-
witz and Fissler submitted a method to calculate the 
parameters of equivalent normal distribution ,xN x

N
i iv n^ h 

[14]. Superscript N represents equivalent normal dis-
tribution parameter.

This method is based on the assumption that the 
cumulative distribution function and the probability 
distribution of equivalent normal distribution and the 
distribution of each variable are equal at the design 
point.

In this paper, the algorithm presented by Ayyub and 
Halder [20] was used. This iterative algorithm is given 
for the performance function ,g x x1 2^ h with variables 
which are not normally distributed.

Step1: Define the limit stated in equation for Z.

Step2: Assume an initial value for the safety index. 
The suitable estimation of b  converges the algorithm 
fast. An initial value from 1 to 3 is reasonable.

Step3: Assume initial values for the design point. 
For instance, the mean values of random variables 
can be initial estimation.

Step4: Calculate the parameters of equivalent 
normal distributions ,xN x

N
i iv n^ h based on Rackwitz and 

Fissler [17] (obtained from [14]) at the design point. 
This design point is calculated in each iteration of the 
algorithm and shows a point in which the performance 
function becomes zero.

Step5: Calculate the partial derivative of perfor-
mance function with respect to the variable at the 
design point ( g x *

i2 2^ h ). Sign * means that this value 
should be calculated at the design point.

Step6: Calculate the direction cosines xia  at the 
design point as follows. This value shows the depen-
dency of response on each variable. It means that the 
nearer the angle to an axis in Figure 1 , the greater the 
dependency of the variable on the calculated probabil-
ity.

a

x
g

x
g

*

*

x

i
x
N

i

i
x
N

2

1
2

i

i

i

2
2

2
2

v

v

=

=
cc

c

m m

m

/
	 (5)

Step7: Calculate the new values for design point x*
i .  

As mentioned earlier, the design point is a point which 
has the minimum distance from the origin shown in 
Figure 1. The probability occurrence of the new design 
point has to be closer to Z 0=  than the other points.
x*i x

N
x x

N
i i in a bv= - 	 (6)

Repeat steps 4 to 7 with constant b  until there is 
convergence up to the tolerance of 0.005 for the value 
of x*

i .
Step8: Estimate the new coefficient b  by keeping it 

as an unknown variable while the others in formula (6) 
are known. This estimation is performed to have a bet-
ter rate of convergence. Furthermore, the initially as-
sumed value of b  is considered for the first iteration. 
Otherwise, the second step can be eliminated.

Step9: Repeat steps 3 to 8 in order to have a con-
vergence to coefficient b  to the acceptable tolerance 
of 0.001.

In the appendix, the calculation and results of the 
performed method are given.

4.	COMPUTATIONAL RESULTS  
AND DISCUSSION

The purpose of this paper is to present a proba-
bilistic method for black spots identification. For this 
purpose, an adequate number of crashes and fitting 
of the probability distribution function are needed. It is 
important to know that just the number of crashes on 
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sites was compared in this study as a criterion and oth-
er parameters such as intensity were not considered.

Due to the lack of reliable data and in order to il-
lustrate the way this method can be performed, the 
simulated data from the study of Cheng and Washing-
ton [1] were used for the first-order reliability analysis. 
In order to compare the performance of black-spots 
identification methods, these researchers used simu-
lated data instead of empirical data. In general, the 
crash occurrences for 30 sites in 16 observation pe-
riods were simulated in that paper. This simulation 
was based on real data though their details were not 
presented in the paper and only the results have been 
used. Table 1 shows the parameters of normal and 
logarithmic normal distributions for 30 sites in 16 ob-
servation periods.

Here, n and v  are the mean and standard devia-
tion of normal distribution, and m and g  are two pa-
rameters of logarithmic normal distribution. In order to 
identify black-spots, a comparison of each site with a 
reference site was conducted. The reference site was 
determined using the data of 30 sites in16 observa-
tion time periods. It means that the normal distribu-
tion and logarithmic distribution functions were fitted 
to more than 480 numbers. Their values are called 
the reference site and this is shown in the last row of  
Table 1.

Mirando-Moreno showed that the logarithmic nor-
mal distribution for the crash occurrence of each site 
can be used [6]. A vital difference between logarithmic 
normal distribution and Poisson distribution is that the 
former is continuous while the latter is discrete.

As the purpose of this paper is to illustrate the 
performance of implementing the reliability analysis 
methods for the black-spots identification, the applica-
tion of Poisson distribution and other prevalent distri-
butions was eliminated. In addition, it was assumed 
that the 30 sites were independent from each other 
and from the reference site.

In this study, for identifying the black-spots, the 
probabilistic comparison of each site was made with 
the reference site. If variables R and S are used in-
stead of x1 and x2, then the objective function of this 
problem for each site is g R Si= - , where R and Si  are 
the probabilistic variables of the reference site and 
each site, respectively. Each site and also the refer-
ence site have a specific logarithmic normal distribu-
tion. The probability that crash occurrence at each 
site will be higher than the reference site (it is the 
index of high-accident occurrence of the sites) is ex-
pressed in Formula (7). It was calculated separately 
for each site by implementing the reliability analysis. 
Other results of this analysis were used as the extra 
production for the black-spots identification and will 
be mentioned in the following, according to Formulas  
(3) and (4):
P P g P R S0 0f ii 1 1= = - =^ ^h h

    1
R S
R S

i

i
2 2v v

n n
U= -

+
-

^ ^

^ ^
e

h h

h h
o	  (7)

Here Pfi  is the probability that the crash occurrence 
for each site i is more than that of the reference site. 
With respect to the objective function which is linear 
and also considering the independence of the as-

Table 1 – Parameters of Normal and Logarithmic Normal distributions from Cheng and Washington (2005) [1]

Site 
Number  n v m Z Site 

Number  n R m g

Site1 3.438 1.931 1.037 0.680 Site17 11.938 3.714 2.430 0.322

Site2 7.625 2.335 1.983 0.320 Site18 11.750 3.958 2.407 0.346

Site3 7.875 2.125 2.030 0.258 Site19 13.813 3.331 2.593 0.272

Site4 10.063 2.886 2.273 0.265 Site20 11.313 4.238 2.348 0.416

Site5 9.063 2.932 2.142 0.377 Site21 14.313 3.381 2.631 0.258

Site6 10.000 4.336 2.204 0.459 Site22 15.938 2.977 2.753 0.176

Site7 9.063 2.081 2.177 0.239 Site23 15.063 3.473 2.687 0.226

Site8 10.000 2.449 2.273 0.249 Site24 14.813 4.679 2.657 0.269

Site9 12.688 3.198 2.507 0.266 Site25 15.750 3.235 2.734 0.220

Site10 11.875 2.680 2.448 0.238 Site26 15.000 3.967 2.674 0.266

Site11 12.063 3.820 2.441 0.317 Site27 17.188 4.385 2.811 0.264

Site12 10.438 4.115 2.227 0.563 Site28 16.375 5.136 2.735 0.384

Site13 13.250 2.463 2.566 0.199 Site29 19.750 5.040 2.950 0.264

Site14 13.500 2.449 2.588 0.174 Site30 19.063 3.714 2.929 0.194

Site15 9.938 2.380 2.261 0.285 Ref. 12.555 4.840 2.436 0.482

Site16 13.625 3.117 2.585 0.241  
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sumed parameters, the first-order approximation algo-
rithm of reliability proposed by Ayyub and Halder [20] 
was conducted. The values Pfi  obtained by formula (7) 
are shown in Figure 2.

As shown in Figure (2), the crash occurrence prob-
ability of sites with more crashes than in the reference 
site, generally increases with increasing the mean 
number of crashes. This behaviour cannot be gener-
alized to all sites. For example, in this experiment, Pfi  
of site 22 were higher than Pfi  of site 28 although the 
mean crashes for site 22 (=15.938) were less than 
that of site 28 (=16.375). In other words, site 22 was 
more hazardous than site 28. The reason was that the 
dispersion of data on site 28 was larger than that of 
site 22.

In order to further discuss this subject and com-
pare the results of this method with the results of 
other methods, the considered data were analyzed 
with Frequency and EB methods. In both methods, 
the mean numbers of crashes were used to represent 
crash frequency.

In the EB method, the crash frequency on each 
studied site was adjusted by the mean and variance 
of the number of crashes for the reference site (shown 
in Table 1). Formula (8) expresses this adjustment as 
[21]:

f f
S
f f fEB i
rp

rp i2i = + -^ h	 (8)

where fEBi  is the adjusted crash frequency of site i, fi  is 
the crash frequency mean of the observed site i, frp  is 
the mean of crash frequency of the reference site and 
S2 is the variance of crash frequency of the reference 
site. Using these two methods based on the frequency, 
the high-accident can be identified. Table (2) illustrates 
the comparison of reliability analysis method with Fre-
quency and EB methods. Additionally, in this table the 
studied locations that are ranked on the basis of being 
high-accident in three stated/mentioned methods are 
compared.

As shown, the EB method has approximately ad-
justed the crash frequency and reduced the range of 
changes of crash counts on the intended sites. This 
order was effective in reducing the black-spots iden-
tification. However, this adjustment did not change 
the result of the ranked site in comparison with the 
crash frequency method which was due to the corre-
lation between the frequency of this method and the 
mean number of the crashes occurring in each place. 
As Table 2 shows, based on Relative Frequency, similar 
to reference [1], sites 29 and 30 are selected and also 
based on Empirical Bayesian method, sites 29 and 30 
are selected as well. However, in the Reliability Analy-
sis, sites 30 and 29 (a change in the priority of the 
hazardous site) are selected. In all three methods, site 
27 was in the third place.

Therefore, by implementing the reliability analysis 
method, instead of comparing the mean of the sites 
with the reference site which may lead to derivative er-
ror in data, the probabilistic functions were compared 
in order to demonstrate the realistic conditions of this 
problem.

Another outcome of this method was finding an ex-
pected number of crashes based on the probabilistic 
nature. This point was the equal point whose probabil-
ity occurrence was calculated earlier and in the sub-
mitted algorithm was named the design point ( x*

i  in 
Formula (6)). The number of predicted accidents can 
be designated as S*

i . Figure 3 shows these points for 
30 sites.

Indeed, the number of crashes shown in Figure 3 is 
the random number which can be used in the compari-
son of sites with respect to their probabilistic nature. It 
means that each fixed number is the break-even point 
of two parameters with the characteristic of probability 
variables that can be used for ranking sites. Also, it 
should be noted that this point depends on the prob-
ability distribution of the reference sites besides being 
dependent on each site.
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Table 2 – Comparison of the studied high-accident sites in three methods

Reliability Analysis Frequency Empirical Bayesian 

Site Number Pfi Site Number fi Site Number fEBi
30 0.829 29 19.75 29 15.89
29 0.825 30 19.06 30 15.57
27 0.753 27 17.19 27 14.70
22 0.732 28 16.38 28 14.33
25 0.714 22 15.94 22 14.12
28 0.686 25 15.75 25 14.04
23 0.681 23 15.06 23 13.72
26 0.667 26 15.00 26 13.69
24 0.655 24 14.81 24 13.60
21 0.639 21 14.31 21 13.37
14 0.616 19 13.81 19 13.14
19 0.611 16 13.63 16 13.05
16 0.609 14 13.50 14 12.99
13 0.598 13 13.25 13 12.87
9 0.552 9 12.69 9 12.61

10 0.509 11 12.06 11 12.32
11 0.504 17 11.94 17 12.27
17 0.496 10 11.88 10 12.24
18 0.48 18 11.75 18 12.18
20 0.445 20 11.31 20 11.98
12 0.389 12 10.44 12 11.57
4 0.383 4 10.06 4 11.40
8 0.382 6 10.00 6 11.37

15 0.377 8 10.00 8 11.37
6 0.364 15 9.94 15 11.34
5 0.315 5 9.06 5 10.93
7 0.315 7 9.06 7 10.93
3 0.229 3 7.88 3 10.38
2 0.217 2 7.63 2 10.26
1 0.047 1 3.44 1 8.32
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Figure 3 – The expected number of crashes based on the probabilistic nature
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5.	CONCLUSION

The probabilistic nature of crash occurrence has at-
tracted the attention of many researchers. In essence, 
the purpose of this paper was to consider the prob-
ability characteristic of crashes on each site in order to 
evaluate its safety. In this paper the reliability analysis 
method which has an ordered framework in modelling 
the probabilistic behaviour of phenomena was used. 
The random nature of crash occurrence on each site 
can be considered. The reference site as a probabilis-
tic parameter and with uncertainty was considered in 
order to illustrate the application of this method in a 
better way. In this study, besides calculating the prob-
ability of high-accident sites, the number of expected 
crashes of each site was determined with respect to 
the probability nature of several sites.

The simulated data of a previous research were 
used to apply the numerical demonstration of the 
method. As stated earlier, these data were generated 
according to the real data and with respect to the na-
ture of crash occurrence. Moreover, Frequency and EB 
methods were used with the previously stated data to 
be compared with the method applied in this paper. 
Subsequently, it was observed that the application of 
high-accident site may lead to errors. Hence, consider-
ing the probabilistic distribution of crash occurrences, 
which showed central-prone and dispersion of the 
data can be an alternative to prevent this error. There-
fore, the use of reliability analysis can be one of these 
methods.

The purpose of this paper was to show the signifi-
cance of the probabilistic nature in the identification of 
black-spots. In future, the research can be conducted 
by implementing the above method of this study with 
respect to several probability distribution functions on 
real data and with the correlation between crashes 
on several sites. Due to the probability of reliability 
analysis method in the modelling of the probabilistic 
phenomena, this method can be used along with other 
methods of black-spots identification while their objec-
tive functions have the probabilistic input variables.
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 چکیده

و یا « پرحادثه»، «پرتصادف»شناسایی نقاط 
، یکی از مهمترین موضوعات مطرح «خیزتصادف»

ای هدر ایمنی ترافیک است و تا کنون روش
متعددی برای حل آن پیشنهاد شده است. در این 

لیت اطمینان مقاله روش جدیدی بر مبنای قاب
برای حل آن پیشنهاد شده است. . آنالیز 
قابلیت اطمینان داراي یک چارچوب ساماندهي 
شده براي در نظر گرفتن ماهیت تصادفي مسائل 
مهندسي است که با توجه به ماهیت تصادفی 

های مناسب بکارگیری تصادفات، یکی از زمینه
آن است. در این مقاله با استفاده از داده 

ه سازي نتایج به کارگیري روش مورد هاي شبی
نظر با روش هاي رایج مانند فراواني نسبي و 
بیزین تجربي مقایسه شده است و مشاهده شد که 
روش هاي گفته شده به دلیل عدم توجه به 
واریانس تعداد تصادفات در هر مکان، و 
وابستگي به میانگین داده ها منجر به خطا مي 

 شوند. 

 واژگان کلیدی

ایی نقاط پرتصادف، آنالیز قابلیت شناس
 اطمینان، روش بیزین تجربی
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