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METHOD OF RECOGNITION OF FORMS 
WHEN TRYING TO SELECT STREET DIRECTION 

ABSTRACT 

Roads are one of the main factors which influence road 
traffic safety. They influence the time of the realisation and the 
costs of the transport itself by their technical and exploitation 
characteristics. The right selection of a street will highly affect 
the costs of transport that can be reduced, and the speed of 
realisation that can be increased. The paper presents one of the 
methods of recognition of forms which is later on also tested on 
an example of selecting the type of the street. The aim of this pa­
per was to show the possibilities of using the recognition of 
forms in the traffic and transport system. This way of selection 
and classification is needed when it is necesswy to decide fast 
about the direction of movement, particularly in special cir­
cumstances. 
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1. INTRODUCTION 

Introducing and using of new computer techniques 
and technology led to the development of a new scien­
tific branch - the recognition of forms. 

Different techniques and methods of recognition 
were formed by solving concrete problems independ­
ently from one another. The most widely spread one is 
the statistic theory of recognition of forms. 

The recognition of forms is a process of reaching a 
decision, which is used to recognise a new input form 
as a member of one of the given types, so that we com­
pare its characteristics with the characteristics of the 
known type. 

The forms are dealt to as mathematical n-times 
magnitudes that consist of an organised series of num­
bers, where every number represents a value of a cer­
tain measurement on the pattern. The order of the 
measurements must be chosen in advance and sponta­
neously. Every value of the measurements represents 
one co-ordinate point inn-dimensional space, which is 
called a measuring space. The organised n-time mag­
nitudes are called measuring vectors. 
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The problem of recognition of forms appears when 
we want to determine two or more types of forms in 
the measuring space. 

The following phases occur with the appearance of 
problems in the method of recognition of forms: 
- Separating characteristic magnitudes for observa­

tion forms 
The choice of characteristic magnitudes and 

their number depend on the complexity of the 
problem of the abilities and experiences of the man 
who defines the problem of recognition of forms. 
Their bad choice influences inconveniently the 
definition of the hypersuperficies of the decision, 
the dimension of the measuring space, calculating 
operation, the separability of the types and there is 
a large number of mistakes when the decisions are 
taken. 

- The reduction of dimensionality 
The dominating magnitudes are separated by 

the help of some mathematical methods from 
spontaneously chosen number, characteristic mag­
nitudes. 

- Taking decisions or classification 
The aim of this phase is the maximum number 

of precise recognitions and searching of optimal 
hypersuperficies of decision. The natural upgrad­
ing of this phase is the exchange of initial patterns 
or the studying of the model. 

2. THE MODEL OF RECOGNITION OF 
FORMS 

2.1. Separability of the types 

If type cis given in the measuring space and if there 
are N-measuring vectors in each type (Figure 1). 

To be able to formulate the criterion of separabil­
ity we should first define inter-classical and in-classical 
outspreading. 

Abbreviated coefficients of separability are calcu­
lated in the same way as the coefficient of separability 
J, so that we omit the components of the measuring 
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Figure 1 -The separability of the type 
in the measuring room 

vectors one by one, which is done by reducing the di­
mension one by one. When all the Jj, j = I, of then re­
duced coefficients of separability are calculated, the 
influence of an individual component of the measur­
ing vector on the separability of the types is provided. 

The component of which the difference between 
the coefficient of separability (J- Jj) is the biggest, has 
the greatest influence. If the difference is very slight­
small, it means that the component of the measuring 
vector does not influence significantly the separability 
of the class, which enables us to expose or reduce the 
dimensionism of the measuring vector. 

2.2. Optimal linear reduction of the 
dimensions of the measuring space 

One of the essential problems in recognised form 
is the optimal reduction of the dimensionality of the 
initial information. 

The initial n-dimensional vector x may develop 
without mistake into the following form: 

n 
X= .L:Yi<l>i = <l>Y 

i-1 

where: 

<I> = [ <1>1, <1>2, ... <I> n ] - the basis vector 

Y = [Y1, Y 2, . . . Y n ] - the reduction vector 

because vectors are ortonormal or: 

<t>! <l>· ={1 fori= j} 
1 J 0 fori* j 

the reduction vector can be expressed as: 

Yj =cl>Tx, i = 1, ... , n 

The optimal choice of vectors, in case it made the 
relation satisfactory, would be: 

Sx<l>i =A.icl>i, i = 1, ... , n 
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where: 

A.• <I>;- character values and character vectors 
matrices Sx 

To be able to define the optimal reduction of the 
dimensionality it is necessary to calculate the charac­
teristic values and the vectors of the matrix Sx, and 
then to arrange the characteristic values in order of 
height: 

lA. II ~ lA. zl ~- · · ~ lA. n I ~ 0 

To minimise the medium quadratic error we drop 
the lowest characteristic values: 

2 n 
E (m)= L:A.i 

i-m+1 

If the reduction was done on them-times power di­
mension (m < n), the quadratic error will be equal to 
the sum of the dropped characteristic values. If the 
characteristic values are 

Am+1 =Am+2 = ... =An =0 

then the vector is 
T 

Y =[Y1, Yz, ... Yn) 

the dimensions m (m < n) with the error E2 = Owhich 
represents vector x. 

The coefficient of separability in m-dimensional 
space is equal to: 

m 
J(m)=.L:A.i 

i-1 

A.i are in the first m highest characteristic values of the 
matrix Sx. 

If 

we get 

and the vector 

n 
LAj =0 

j=m+1 

m 
J(n) =J(m) = .L:A.i 

i-1 

yT =[Yl, Yz, ... , Ym), Yi =ci>Tx 
and it represents the original vector as to the separa­
bility of the types. 

The reduction of the dimensions of the measuring 
space to m (m<n), the elimination of the vector's 
components that have the lowest influence on the sep­
arability of the types, enable the graphical representa­
tion of the reduction vectors in the measuring space. 
The classification is made possible by the linear classi­
fication. 
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2.3. The classification of the vector 

In the method of recognition of forms there are 
many methods for qualification of the unknown vec­
tors. One of the general ways is the introduction of 
classifiers with the sum of the discrimination functions 
gi (x), i=l, ... . The most advantageous method of this 
way is the classifier L- of the nearest neighbour. 

The second way is the distribution of the measur­
ing space onto the section c decision Rt. ... , Rc. The 
sections are separated by the hypersuperficies of the 
decision. The simplest method of the unknown vector 
classification is by means of the linear classifier. 

2.3.1. The classification of vectors by means of 
L-classifier 

~lassifier (airlike) for the discrimination func­
tion uses airlike function of similarity di (x). The low­
est value di (x), i=l, ... , c means that it belongs to type 
i. 

The criteria of determination is: 
Let it be 

T X =(X1, ... ,X 0 ) 

The initial vector that we have to classify is 

Xii =(Xiil• ... , Xiin) T 

j-times initial pattern of the i-times type (Figure 2). 

Figure 2 -The classifier L - of the nearest 
neighbour (airlike) 

The square of the Euclidean interval Xij in n-di­
mensional space is equal to: 

n 2 . 
dij(X) = :L(Xk -Xijk) , J = 1, ... , N 

k=1 

We can calculate the quadratic interval of the ini­
tial vector X from all the n patterns of i type, irrespec­
tive of the type to which X belongs. If the index isj = 1, 
... , N they regroup, so that the pattern Xij• which is the 
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nearest to the vector X, gets the index j = 1, and the 
furthest one j = Ny so that we get: 

d it(X) ~ di2(X) ~- .. ~ diL(X) ~- .. ~ diN(X) 

Using the first few L of the lowest squares of the in­
tervals we define the function of similarity of the vec­
tor X to type i. 

L 
di (X)= Ldij(X), j = 1, ... , N 

j=l 

mindi(X)=dr(X) ~x EWp i = 1, ... , c 

The lowest value of the function of similarity deter­
mines which type the unknown vector x will most re­
semble. 

2.3.2. The classification of the vector by means of 
the linear classifier 

If we want to carry out the classification of the un­
known vector with the help of the linear classifier we 
have to distribute the measuring space to the c section 
Rt, ... , Rc and define the hypersuperficies of the deci­
sion. 

In two-dimensional space the hypersuperficies of 
the decision is a straight line (Figure 3). The expres­
sion is: 

Y1 =aY2 +b 

When we define the hypersuperficies, we first draw 
in the reduction vector Y of all the types I, 1=1, ... , c, 
and then we withdraw the hypersuperficies of the deci­
sion, so that the types move aside leaving an interval in 
the space. 

The decision-making is done in the following way: 
We transform the unknown vector into the reduc­

tion one with the expression y = <I>· X , then we calcu­
late the values 

Y1(X) and Y{ 

on the hypersuperficies of the decision with the help of 
the expression: 

Y{ =aY2(X)+b 

Y' 1 

Figure 3 - The linear classifier in the 
two-dimensional room 
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We parallel 

Y{ 
to 

and decide: 
If Yi > Y1 (X) then vector x exists in section R1 or it 

belongs to the first type w1; 

If Yi < Y1 (X), vector x exists in section R2 or it be­
longs to the second type w2; 

If vector x exists on the hypersuperficies of the de­
cision or if Y] = Y1 (X), the decision is not unit and the 
vector can be joined to any type whatsoever. 

2.4. The exchange of the initial patterns 

Let the initial vector x be added to the type i by the 
expression: 

L 
di(X) = l..:dij(X), i = 1, ... , c 

j=l 

mindi(X)=dr(X)~XEwr> i=1, ... ,c 
The exchange of the patterns is understood as the 

searching followed by certain criteria of N patterns of 
the type Xu, j = I, ... , N, setting the aim of finding the 
worst representative of the class. If it is Xiq• then its in­
dex q is joined to the new member Xi> which takes its 
place. The same one is withdrawn under the proviso 
that the number of patterns remains the same. If Xi is 
the worst representative of the class, then it keeps n of 
the old patterns. 

The criteria used for carrying out searching of the 
name is the criteria of exchangeability. If the function 
g (Xi), which is estimated by vector Xi> is defined, the 
criteria of exchangeability will be: 

min g(Xij) = g(Xiq ), j = 0, 1, ... , N 

for q * 0 Xi ~X iq the exchange is being held; 

for q = 0 Xi ~X iO no exchange is being held, 

because Xio = X1. 
Function g (Xi) in general form is not equal to the 

function di (Xi)· Its main task is to make, by successive 
steps of the exchange of the patterns with better ones, 
the kind of structure of patterns that will enable for 
the function di (X) a more effective classification of 
the new initial patterns. 

3. THE SOLUTION OF THE PROBLEM 

3.1. The selection of the problem 

Streets are one of the main factors that influence 
the traffic safety. They influence the time of the reali­
sation and the costs of transport itself by their techni­
cal and exploitation characteristics. The right selec-
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tion of a street will highly affect the costs of transport 
that can be reduced, and the speed of the realisation 
that can be increased. There are many streets in the 
street-network that have similar characteristics. Be­
cause of that, it is very difficult to recognise the most 
advantageous ones. One of the possible methods, the 
selection of street for direction, is also the method of 
recognising the forms. To make the use of the stated 
model possible, it would be necessary to determine the 
types of streets and the characteristics of the sizes 
needed for the selection of the measuring vectors. 

The types of streets are defined by the statistic 
method DELPHI. The experts have carried out the es­
timation of certain streets in the street-network. This 
gives us the initial information for further work .. 

Two types of streets are defined: 

w 1 - the type of the advantageous streets; 

w2 - the type of the disadvantageous streets; 

On the basis of this the measuring vector X = (X1, 

..• , X6)T with the components 
(technical and exploitation characteristics of the 

streets), which highly influence the safe and economic 
course of transport is formed, namely: 

X 1 - the length of the street (km); 

X2 - the width of the street (m); 

x3 - the kind of the street basis; 

X4 - the number of the bends with R smaller than 
100m; 

X5 - the maximum slope or fall (% ); 
X6 - the length of the street with a slope or fall 

(km). 

The component X3 of the measuring vector has got 
a descriptive character, and is therefore expressed 
through the relative indices, as e.g. good asphalt -50, 
bad asphalt -40, blocks -30, macadam -20 and soil 
-10. 

There are 20 measuring vectors in the statistical 
pattern for every type of the street separately. 

3.2. The application model 

The programme for the application of the models 
developed on a personal computer IBM PACKARD 
BELL, PENTIUM II, PLATINUM, using Windows 
NT programme language and includes a greater num­
ber of smaller inter-connected programmes (Figure 
4). 

First the coefficient of separability is calculated. 
The effect of the individual components on the sepa­
rability of the types is defined. Then the method of 
classification is chosen. The model works on two 
methods of classification, linear and ln:lassifier. Be­
fore classification, optimal linear reduction of the 
dimensionality of the measuring space is done, with 
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( THE 
BEGINNING 

I 
\ THE RECORD OF I 

THE INITIAL DATA 

I 
THE DEFINITION OF THE 

COEFFICIENT OF SEPARABILITY 
THE INFLUENCE OF THE 

INDIVIDUAL COMPONENTS OF THE 
MEASURING VECTOR 

I 
THE CLASSIFICATION YES 

WITH THE HELP OF 
L-VECTOR 

I NO 

I OPTIMAL LINEAR REDUCTION I 
OF THE DIMENSION OF THE 

MEASURING ROOM 

I I THE CLASSIFICATION OF THE I I THE CLASSIFICATION OF I 
VECTOR WITH THE HELP OF THE VECTOR WITH THE 

LINEAR CLASIFIER HELP OF L- CLASSIFIER 

I 
I I THE EXCHANGE OF I 

INITIAL PATIERNS 

I I THE OUTCOPYING OF THE OUT '\ 
GOING DATA AND THE DECISION OF 
THE SUITABILITY OF THE STREETS 

I 
( CONCLUSION 

Figure 4 - The programme flowchart 

the help of the linear classifier. After the classification 
is finished the exchange ofthe initial patterns is done. 

An example of the operation of the model is en­
closed, showing only the most necessary values of the 
output sizes. 

The value of the coefficient of separability is equal 
to Jo = 4.0008, which means that the separability of 
the types is good (Insert 1). The component X3 of the 
measuring vector, the type of the street basis has the 
biggest influence on the separability of the types be­
cause J3 = 0.9078, and the smallest component X2 of 
the measuring vector, the width of the street, because 
J2 = 3.6572. The optimal linear reduction of the 
dimensionality is at m = 2 with the error c: 2 ~ 0 

Which means that the reduction vector Y repre­
sents vector X without error. The separability of the 
types and the hypersuperficies of the decision in 
two-dimensional space can be seen in Figure 5. The 
reduction vectors of the types are given in Insert No.2. 

The classification of the vectors is done with the 
help of linear in L-classifier. Both vectors are shown 
in Insert No. 3. In the first case the initial vector is 
better than the initial patterns, and the exchange a is 
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Figure 5 - Graphic review of the type vector 
in two-dimensional room as to the 
hypersuperficies of the decision 

being held, but in the second one the exchange is not 
being held. 

Working with this programme is very simple. The 
reiterated procedure is used for the record of the vec­
tor and the selecting of the method of classification. 
That leads to all of the output results. 

4. CONCLUSION 

The paper shows one of the methods of recogni­
tion of forms, which is later on also tested on an exam­
ple of selecting the type of the street. That model can 
be also used in such cases when it is necessary to make 
a decision at once or when there is only short time left 
to make a decision. Our practice consists of many 
tasks for which the model of the recognition of forms 
can be used to reach their solution. Such cases are nu­
merous in different medicine branches, economy, traf­
fic, mechanical directions and in the army. 

The aim of this paper is to show the possibilities of 
using the recognition of forms in the system of traffic 
and transport. This way of selection and classification 
is needed when it is necessary to decide fast about the 
direction of movement, particularly in special circum­
stances. 

POVZETEK 

METODA PREPOZNAV ANJA OBLIK 
PRJ IZBIRI CESTE 

Cesta je eden od glavnih faktorjev, ki vplivajo na vamost 
cestnega prometa. Svojim eksplotacijskim karakteristikami 
vpliva na cas izvedbe in stroske transporta samega. Pravilna 
izbira ceste bo v veliki meri vplivala da se stroski transporta 
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zmanjsajo in da se hitrost izvajanja povisuje. Ena od moinih 
metod, izbira ceste za gibanje, je tudi metoda prepoznavanja 
oblik. Razde/ani model se lahko uporablja v primerih kadar je 
potrebno trenutno odloCiti oz. kadar je cas do odloCitve zelo 
kratek. Cilj de/a je da se prikaie moinost uporabe metode 
prepoznavanja oblik v sistemu prometa in transporta oz. NaCin 
izbire in klasiflkacije v pogojih hitrega odlocanja o smeri giba­
nja, posebej v izrednih okolisCinah. 
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