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NEURO SYSTEM STRUCTURE FOR VEHICLE 
RECOGNITION AND COUNT IN FLOATING 

BRIDGE SPECIFIC CONDITIONS 

SUMMARY 

The paper presents the research of the sophisticated vehicle 
recognition and count system based on the application of the 
neural network. The basic elements of neural network and 
adaptive logic network for object recognition are discussed. The 
adaptive logic network solution ability based on simple digital 
circuits as crucial in real-time applications is pointed out. The 
simulation based on the use of reduced high level noise picture 
and a tree 2. 7. software have shown excellent results. The con
sidered and simulated adaptive neural network based system 
with its good recognition and convergence is a useful real-time 
solution for vehicle recognition and count in the floating bridge 
severe conditions. 

1. INTRODUCTION 

The reason why neural networks applied in solving 
the pattern recognition problem have found them
selves in the centre of attention is the possibility of de
veloping highly parallel systems. Unlike statistical 
analysis and its mathematical complexity, the neural 
network processes information by carrying out a 

number of simpler mathematical operations simulta
neously. Quite generally, the neural network can be 
presented as a machine which simulates the way in 
which human brain operates, and can be formed by us
ing electronic components or by simulation on a digi
tal computer. The neural network is a massively di
vided parallel processor with the ability to store and 
achieve empirical knowledge, simulate human brain 
in the process of learning, and store the knowledge by 
synaptic weights links between neurones. 

The floating pontoon bridge constructed as re
placement for the destroyed Maslenica bridge, of spe
cial significance as the only connection from the then 
isolated Dalmatian region, has motivated, because of 
its specific problems in war conditions of low and no 
visibility, the study of the possible application of so
phisticated methods in vehicle recognition and identi
fication, in unmanned technical system. 

Fuzzy neural system for recognition and count of 
vehicles on the bridge, presented in flowchart in Fig
ure 1, using an imaging camera, neural network, and 
fuzzy decision logic, has proven its feasibility in simu
lation [1 ]. 
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Figure 1 - Fuzzy neural system flowchart 
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The moving camera and the system for digitalisa
tion and fuzzy fixation make up the input interface 
converting the actual image of a vehicle into a fuzzy 
recording in the computer memory. The output from 
the neural network is not a type of object but the de
gree of membership within a set of properties, on the 
basis of which the object recognition control logic clas
sifies the observed object. Solving the vehicle classifi
cation problem, due to e.g. many different versions of 
a make of car, damages, or accessories, and imaging 
due to e.g. different vehicle velocities, weather condi
tions, vibrations, or illumination, precisely prove the 
advantages of neural networks and fuzzy systems be
cause of their reduced high level noise picture. The 
core of the system is the object recognition control 
logic, which controls the whole system through feed
back and determines when the object should be de
tected, new object defined, controls learning and ex
tension of the network, as well as discarding of recog
nised properties. Input into the control logic are fuzzy 
data and the decision-making process is adequate to 
the expressing procedure. Due to the fast accurate ob
ject detection, the control signals should control the 
adaptive step, i.e. the activity performed within time 
unit is increased in proportion with the time of its con
stant performance. The data bank of vehicles and 
their properties contains databases of the object prop
erties and their interrelations used by the control logic 
to determine the object and define a new one or a 
group of objects. When the control logic is completely 
realised through neural network, the bank of objects 
and their properties may be realised within the net
work itself by defining the strength of links between 
the nodes [1]. At the same time the complexity and the 
high price of the projected realisation of such a system 
need to be taken into consideration, and especially the 
inadequately long time of decision convergence. 

Further research are carried out with the aim of 
developing a neural system with a network that in ob
ject recognition converges so quickly as to provide the 
real-time operation of the object i.e. vehicle recogni
tion system. At the same time, the requirement for a 
simple and cost-effective realisation of a fast neural 
network needs to be fulfilled. 

2. THE NEURAL NE'IWORK STRUCTURE 

The basis of the neural network structure is the 
neurobiological analogy of human brain functioning 
presented by the neurones model. A neurone is pre
sented in Figure 2 in three parts with a range of syn
apses or links determined by their proper synaptic 
weight, adder of the products of input signals and the 
related synaptic weights and by the operating function 
for limiting the output signal of the neurone normal
ised in the form of the interval [0,1) or [ -1,1]. 
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Figure 2 - Model of a non-linear threshold neurone 

For input signals xl> x2> ... , xP and synaptic weights 
wk1, wk2> ... , wkp of the k-neurone with the defined syn
apse of inputxo = -1 and related threshold ek equal to 
the synaptic weight wkO = ek output uk from the adder 

is defined with uk = f.wki ·xi and the output signalyk 
j=O 

from the neurone withyk = <p(vk) where vk is the level 
of internal operation vk = uk-ek . 

It should be noted that the operating function <p(.) 
stipulates the neurone output thus defining various 
models. 

Figure 3 presents the operating functions and re
cording for the three most frequently used forms a) 
McCulloch-Pitts threshold function, b) linear or 
piecewise function form and c) Sigmund threshold 
function [2). 

The more complex nodes in the network can also 
have elements with integration per time or some other 
type of time dependence, as well as mathematical op
erations more complex than addition used in the pre
sented neurone model. The models of neural net
works are determined by network topology, node 
properties and training or learning rules. These rules 
determine the starting values of synaptic weights and 
indicate the changing mode of synaptic weights during 
operation in order to improve the network properties. 

In the conventional pattern recognition system the 
input and output are analysed sequentiallywith invari
able evaluation parameters. In the pattern recognition 
in the neural network system the input and output are 
processed parallel, and the parameters, weights, are 
changed during operation depending on the desired 
and obtained output. 

The pattern recognition system presented in Fig
ure 4 can carry out three basic tasks. First, it can deter
mine which sample represents best the input symbol 
assuming deformation and disturbance of the input 
symbol by noise or some other process which is the ba
sic problem in the theory of decision-making. Second, 
the pattern recognition system can be used as associa
tive memory i.e. memory addressable by content. In 
this kind of problem, the desired result is known, and 
the input symbol is used in order to determine the pro-
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Figure 3 - Operating functions of the neurone model 
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Figure 4- The basic flowchart of the neurone network recognition system 

cess for obtaining the desired result. Third, the vector 
can be quantised, i.e. N inputs turned into M patterns. 
The vector quantising is used in transferring the video 
and audio signal in order to reduce the number of bits 
necessary for transfer of the original analogue signal 
without losing important information. In this way, 
greater amount of information is transferred through 
the same channel width. 

In these tasks, the number of patterns can be pre
cisely determined in advance or limited only by the 
number of nodes available in the first processing step, 
i.e. by the number of input nodes. 

Multi-layer perceptron is a network with the link 
forward with one or more layers between input and 
output. These additional layers contain J:lldden units 
or nodes which are not directly linked to the input and 
output nodes. The multi-layer perceptron with two 
hidden layers can be presented as in Figure 5. [3],[4]. 

Although the neural network arcl:lltecture was 
known in nature, the knowledge about this architec
ture could not be used because of the lack of knowl
edge of the adequate learning rules. In the multi-layer 
perceptron the learning rules used in single-layer per
ceptron could not be applied, because of the hidden 
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neurone layers. In the past the multi-layer perceptrons 
were not used due to the lack of efficient algorithms 
for their training. Although it cannot be mathemati
cally proven that these algorithms converge as is the 
case with algorithms used in single-layer perceptrons, 
they have proven to be good in practice. In the mid-
80's the issues change significantly with the appear
ance of new algorithms for multi-layer perceptron 
training. 

input 
layer 

first 
hidden 

second 
hidden 

layer layer 

output 
layer 

Figure 5 -Three-layer perceptron with N inputs and M 
outputs and two hidden layers 
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The network in Figure 5 is completely linked, 
meaning that the neurone at any layer of the network 
is connected with all the nodes (neurones) of the pre
vious layer. The output neurones form the output 
layer of the network. The other neurones form the 
hidden network layers which do not belong either to 
the input or the output of the network. The input of 
the first hidden layer is the input layer of the network. 
The output of the first hidden layer serves as the input 
of the next hidden layer, and so on, for the rest of the 
network. Each hidden or output neurone of the 
multi-layer perceptron is formed in such a way as to be 
able to carry out two kinds of calculations; the calcula
tion of the function signal at the output from the neu
rone and the calculation of the current estimate of the 
vector gradient which is necessary for the backtrack
ing through the network. 

The signal moves forward from left to right 
through the network, layer after layer. The flow of the 
function signal and the error signal through a part of 
the multi-layer perceptron is presented in Figure 6. 
(5]. 

function 
signal 

error 
signal 

Figure 6 - Flow of the signals through a part of the 
mult i-layer perceptron 

The function signal is the input signal, stimulus, 
which appears at the network input and spreads for
ward through the network, neurone after neurone, 
and appears at the network output as the output sig
nal. The output signal is called the function signal be
cause the signal is calculated in each network neurone 
as the function of the input and the related weights for 
that neurone. 

The error signal is generated at the neurone output 
and spreads backwards, layer after layer, through the 
network. It is called error signal because the calcula
tion of its value includes also the function which de
pends on the error. 

The generalisation of the learning rules for percep
trons, known as the backward propagation algorithm 
has enabled a wide application of the multi-layer per
ceptron. The method consists in setting up a configu
ration for the input neurones, observing the network 
responses provided by the output neurones and re
calculation of synaptic weights using a gradient 
method in order to reduce the difference between the 
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obtained and the desired network output. In this algo
rithm, the calculation is done per layers from output 
towards input, therefore the name of the method -
backward propagation. Since the characteristics of 
generalisation and selection of the number of hidden 
layers is not controlled yet, the basic practical prob
lems regarding multi-layer networks has not been 
solved. Only some recommendations obtained empiri
cally have been given for this problem. [6]. 

The backward propagation algorithm is an itera
tive gradient algorithm with the objective to minimise 
the mean square error between the desired and the 
obtained network output. As threshold it uses the Sig-

mond function q>(v) = 
1 

, and is carried out 
1 + e - (av- B) 

step by step. Pseudo in the backward propagation al
gorithm is defined by: 

1'1 step Assigning of synaptic weights and threshold 

It sets synaptic weights of all the nodes and their 
thresholds to small random values. 

2nd step Presenting of the input symbol and the desired 
output 

The network is presented with the constant input 
vector x~ x" ... , xN.1 and the data is fed about the de
sired output d0, d~> ... , dM-t· If the network is used as a 
system for pattern recognition, all the desired outputs 
are set at value 0, except the one which matches the ex
actly recognised pattern and this one is set at value 1. 
Every subsequent input pattern can be a new one, or 
the patterns which form the training set can be re
peated until the values of synaptic weights become 
constant. 

3n1 step Calculation of the current output values 

The outputy0,y~> .. . , YM-t is calculated assuming the 
Sigmond function is used as the threshold function. 

41h step Adjustment of weights 

The adjustment of weights uses the recursive algo
rithm starting from the output node, and the calcula
tion is carried out towards the first hidden layer. 

The weights are adjusted according to the expres
sion 

w,1 ·(t +1) =Wij ·(t)+T] ·Oi · X ; · 

For j output node 

8, =yj ·(1-yj)-(dj -y,). 
For j internal (hidden) node 

8i =xi -(1-xi)-L:ok ·wik. 
k 

51h step Go to step 2. 

The advantage of using the multi-layer over the 
single-layer perceptron, is best seen in the examples 
presented in Figure 7. [7], [8]. 

It is obvious that the greater the number of hidden 
layers, the better distinguished decision area is ob
tained. 

Promet- Traffic- Traffico, Vol. 9, 1997, No. 3, 113-120 



s. Beros, S. Mladenovic, S. Matosin: Neuro System Structure for Vehicle Recognition and Count in Floating Bridge Specific Conditions 

structure OR disjunction sets A and B general shape 
in the plan of the area 

A 
one layer 

A 
A 

two layers B 

{8 
B A 

three layers 

({] 0 

lA 
B 

~ 
B A 

Figure 7 - Examples of decision areas obtained by differently structured perceptron 

3. ADAPTIVE LOGIC NE1WORK (ALN) 

Adaptive logic network is the case of a multi-layer 
perceptron with connection forward using at the input 
the threshold nodes, and in the hidden layers and the 
output layer logic gates AND and OR. All the nodes 
together form a tree with one Boolean output. In or
der to explain the operation of the adaptive logic net
work, the operation model of the multi-layer percep
tron has to be known in detail. 

g, 

TRIAL SET 

COMPUTER 
ASSIGNED 
LOGICAL 

FUNCTIONS 
DURING 

TRAINING 

TRAINING SET AND 
DESIRED OUTPUT 

3.1. Properties and architecture of the adaptive 
logic network 

The adaptive logic network ALN cannot give at the 
output the analogue values directly, so in that case 
some kind of re-coding is necessary. In spite of this 
limitation, precisely within the network structure 
there is a property which simplifies the learning con
trol and the circuit realisation. Since the nodes in the 
network are limited to logic functions and to only two 

TRAINING AND TRIAL SET DESIRED OUTPUT 
FOR THE TRAINING 

SET 

Figure 8- Two ways of adaptive logic network circuit design a) the computer-aided assignment of functions to 
nodes, b) the system of adaptive elements responsible for the assignment of logic functions to nodes 
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possible inputs, 0 and 1, the minimisation procedure 
and the application of DeMorgan's rules provide a de
tailed analysis of the network decision making, which 
is not possible with the conventional neural networks 
based on multi-layer perceptron. Adaptive logic net
work belongs to the group of binary networks, and 
they are suitable for circuit design in digital technique, 
thus being also suitable for real-time operation. The 
operating speed is limited only by the upper limiting 
operation speed of the digital systems. 

The circuit design of ALN is realised in two ways as 
shown in Figure 8, where two ways of assigning the 
logic functions to ALN nodes in hidden layers are pre
sented [9]. 

Forth~ input vector X= {x1 x 2 ••• xn} and its com
plement X, a new input vector is defined 

Y =XU X={y1 y2 ···Ym}, m=2n. 
The output function is defined with regard to pre

vious layers as 

f i,j = f(f_l ,k , /;_1,1 ) k, [ E [1, j], k oF [ 

where i:<:2 the number of the hidden layer, and j the 
number of nodes of the i-th layer. The number of the 
hidden layers i as well as the number of nodes j per 
layer are determined experimentally. 

Apart from the operation speed and the logic net
work learning ability, the important property is the 
generalisation of such a trained network, based on 
monitoring the properties of the tree structure of the 
logic gates with two inputs, theoretically supported by 
the work [10]. 

Training of the tree starts from the input into the 
tree through the leaves, and the output is the node
root. Input variables are elements of the input vector. 
Training on the set of input vectors along with the 
given desired output, consists in presenting the input 
vector in random order together with the desired out
puts. This way of training results in assigning a func
tion to the node, which enables the tree the approxi
mation of the output presented to the network in the 
training set. 

3.2. Elements of the neural network 

The nodes or adaptive logic elements have two in
puts. The input signals b1 I b2 =1 x1,x2 have a Boolean 
form. The weights of individual inputs are determined 
on the basis of one bit of information. Non-linearity 
used with threshold is a simple threshold function. If 
b1, b2 are ofBoolean form, then the element will calcu
late the Boolean value equal to one, iff 

(b1 +1}x1 +(b2 +1)·x2 :<:2. 

Four combinations of parameter b1,b2 values are 
possible (00, 11, 10, 01) which generate four Boolean 
functions of two variables: AND, OR, LEFT and 
RIGHT, where 

118 

Figure 9 - Adaptive logic network following the training 

LEFT(xt>xJ =x1 and RIGHT(xPxJ =x2 • 

For example, b,b2 value 0 there is a case 

1· x1 +1· x 2 :<: 2 iff b1 jb2 = 1. 

The functions LEFT and RIGHT provide fl exibil
ity in interconnections. After the training has been 
completed, all the nodes which present the functions 
LEFT or RIGHT disappear and get replaced by real 
connections so that the network looks as presented in 
Figure 9. 

4. RESULTS OF THE VEHICLES 
RECOGNITION AND 
COUNT SIMULATION 

In network simulation of the problem of vehicle 
recognition using one or more sensors, the software 
package a tree 2.7, a tool for ALN simulation, has been 
applied. The software package a tree is a series of func
tions written in the programming language C, which 
provide the simulation of adaptive logic networks us
ing a PC, and was developed by Prof. W.W. Armstrong 
at the University of Alberta- Canada, with the aim of 
developing new learning methods in neural networks 
[11 ], [12], [13]. 

The simulated recognition system with several sen
sors has foreseen the use of three independent cam
eras as the system input, oriented in (x,y,z) planes of 
the rectangular co-ordinate system, so that the given 
vehicle is recorded sideways, from the ground plan, 
and from the front. The operation simulation has been 
applied to recognition of the vehicle structure of a pas
senger car, bus and motorcycle. 

Two possible decision-making network models 
were studied. The first one, in which the resulting vec
tor is obtained by assigning, does not use the advan
tages of adaptive logic network sufficiently well, does 
not converge reliably, and was rejected as unsuitable. 
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The second one, in which the decision on classification 
category is made on the majority principle i.e. the clas
sification into at least two identical classes defines the 
vehicle. In order to make the decision, three separate 
independent structures are used and the result is a re
liable convergence. 

In the performed experiment, the adaptive logic 
network used as the input bit-mapped display with 
32x32 bits with removed background. The training was 
completed after about 30 minutes on PC 486, 133 
MHz and 32 MB RAM. As example, for the simula
tion of processing the data obtained by a side camera 
with shot noise, the Windows operative system pro
gramme displays the window as presented in Figure 
10. 

ALN structure recognition 
--

Change #1 Change #2 Change #3 

Next I Stop Back 

Training Delete Cancel 
% Correct: 

89,72 

ALNHelp About the 
Quit 

%Incorrect: 
topics programme 10,28 

The light goes on under the structure recognised by the 
I network I 

In the beginning, the adaptive logic network is not 
trained for vehicle recognition, which can be proven 

by starting the recognition procedure. The training 
can be avoided by copying the file already containing 
the training results. If the recognition procedure is 
started now, the network will recognise the given vehi
cle. Each of the structures can be additionally changed 
or rotated and the recognition started again with the 
new image. The image recognition with shot noise 
from 0 to 75% can be started from the highest noise 
(key Back- Natrag) or the lowest noise (key Next- Na
prijed). When the network recognises the structure 
shown in the left window, the light under the recog
nised structure goes on. In this way, it is possible to 
subjectively determine the resistance of the ALN 
based structure recognition system to noise. To stop 
the operation, the key Stop (Zaustavi) needs to be 
pressed, and for quitting the programme, the key Quit 
(Kraj). The network has been trained with the follow
ing parameters: 
- tree size: 2048 
- number of decision trees: 3 
- number of images for each structure: 200 
- max. number of training set presentations: 30 
- minimum correctness: 99.90% 
- maximum turn angle: 5 

By changing the training parameters the network 
properties can be significantly changed. However, 
there is no mathematical method as yet which would 
determine the parameters best suited to a certain 
problem, so that parameters are selected according to 
experimental experience. 

1:1 ALN Prepoznavanje strulctura 

Figure 10 - The window display of the object image affected by noise 
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5. CONCLUSION 

The neural networks whose input uses images re
corded from above or from the front of the vehicle, 
operate in a similar way, but converge more quickly 
than those that use the side image. This can be ex
plained by the simpler structure which needs to be rec
ognised, i.e. lesser correlation between the object im
ages. 

The conventional solution of counting the vehicles, 
by the most widespread method of induction loop, 
provides reliable counting of vehicles but indicates a 
number of limitations [ 14]. The problem with this ap
proach is that it does not provide any other data on the 
vehicle, except that the vehicle has passed a control 
point. The second problem that should not be ne
glected, is the complexity of installing and maintaining 
such a system. Moreover, there is the problem of not 
being able to recognise several lanes. Therefore, if 
there is a traffic jam on one lane, this information will 
be lacking because no data are available on the direc
tion of the traffic flow. The application of neural net
works could solve the mentioned problems. 

By combining several cameras installed in a se
quence, data could be obtained on the direction of the 
traffic, thus providing a timely reaction on those road 
sections which get unexpectedly overloaded. 

When selecting the neural network model the pos
sibility of relatively simple and cost-effective realisa
tion of the selected model needs to be taken into con
sideration. Furthermore, the selected network should 
meet the requirements of recognising the vehicles 
even under conditions of reduced visibility. This prob
lem can be solved by using sensors of several different 
types. 

Our choice is the adaptive logic network, ALN, 
which, apart from all the mentioned properties, 
showed high tolerance to shot noise which is to be ex
pected. The same model of ALN can be used in the 
buildings protection system, access control, and recog
nition of spotted objects for space guiding purposes. 

Furthermore, the possibility for non-linear systems 
modelling using ALN with input pre-coding should be 
studied, in order to avoid the limitations of the con
ventional methods which turn non-linear systems into 
systems of the second or third order. 

Beside all the doubts that may arise regarding op
erating safety of the neural systems, with suitable de
sign and analysis of the acquired knowledge, fuzzy and 
ALN systems can be applied in a great number of 
fields which require high safety of operation [ 15]. By 
selecting ALN, the risk of error in making decisions 
can be reduced to the level of conventional systems. 
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SAZETA.K 

STRUKTURA NEURONSKOG SUSTAVA ZA PRE
POZNAVANJE I BRO]ANJE PROMETALA U SPECI
FJCNIM UVJETIMA PLWAJUCEG MOST A 

Predstavljeni su rezultati istraiivanja struktura sofisticimog 
sustava za prepoznavanje i brojenje prometala temeljenog na 
uporabi neuronske mreie. Istaknuta je realizibilnost i kva lit eta 
mode la vi.Seslojnog perceptrona kao temeljne strukture neuron
ske mreie za prepoznavanje objekta. Predstavljaju se opce mo
gucnosti i temelji uporabe a posebice se istice i diskutira jedno
stavnost sklopovske realizacije simuliranog modela adaptivne 
logicke mreie. Uporabom a lata atree 2. 7. uvjeibanom struktu
rom sustava provodi se simulacija prepoznavanja vozila ztz vi
soku razinu sacmastog suma slike sa otklonjenom pozadinom. 
Predloiena struktura neuronskog sustava temeljenog na upo
rabi adaptivne logicke mreie brzo konvergira, zadovoljava pos
tavljene kriterije tocnosti prepoznavanja i pokazuje se realizi
bilnom za rad sustava u realnom vremenu i oteianim uvjetima. 
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